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CHAPTER 

1 

Introduction and Literature 

Review 

 

1.1 Introduction 

A digital image is a set of numbers arranged in a form of a matrix, which are 

known as grey levels. The smallest part of the digital image is called a pixel. Digital 

image processing is a branch of engineering that processes captured digital data.   

Digital image processing focuses on two major tasks first, is the improvement of 

pictorial information for better human interpretation. The professionals like doctors, 

photographers and film makers etc. uses these improved images for their 

applications. Second, is the processing of image data for extracting object attributes 

to give inputs for autonomous machine processing [1, 2]. Here the processed images 

are segmented in different parts, these different parts of images are compared with 

the pre-defined shapes and separation is made depending on the application. 

Different attributes of these shapes like area, perimeter, diameter etc. are measured. 

This is achieved using different image transforms and processes like segmentation, 

morphological image processing etc. [3].  

Magnetic Resonance Imaging (MRI) image is a digital image. The procedure to 

capture the MRI is as follows. Human body contains around 55% to 60% of water. It 

is un-uniformly spread in the entire body. Different tissues contain different 

percentage of water, like muscle tissues contain 75% and adipose tissues i.e. body fat 

contains 10% [4]. Water molecules are combinations of hydrogen and oxygen atoms. 

Hydrogen atom has Proton at its center which is highly sensitive to magnetic field. 

During MR image capturing these protons are aligned with a strong magnetic field of 

MRI scanner. After that radio waves are passed through that particular body part e.g. 
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brain, heart etc. Different tissues containing protons, react differently to these radio 

waves. These radiation from tissues are captured as a MR image. So, it is clear that, 

as each tissue has different number of protons gives different grey level in MR 

image. So different parts of tissues can be identified [5].  

 

Figure 1.1: Sample MRI images with tumor   

Soft tissues of the brain are significantly identified by the MRI. Thus, for tumor 

detection MRI can be used effectively. As well as MRI provides the various output 

images for dissimilar soft tissues of the human brain. Thus, MRI image can collect 

information about the presence of tumors and other tissues of the brain [6]. Brain 

MRI is the effective sources of detecting the infected tissues, their growth and stage 

of tumor, giving the guideline to the doctors about the exact use of drug to be used 

for the medication of patient. The researchers and the experts get plenty amount of 

information from the availability of MRI images and their processing technology [7]. 

Brain MRIs are sorted out for detecting the information about the brain and the 

arrangement of infected tissues in the brain. Processing of MRI is carried out for the 

detection of tumor and medication planning of the patient. Multiple modalities are 

used for the MRI image. Different modality shows different image information from 

different angles and gives different contents. There are various ways to differentiate 

between the infected cell and usual cells. Brain tumor has an irregular shape. For a 

human being, there is a limitation to detect the tumor because of time requirement 

and accuracy. Also, the experienced manpower is required for the same [8].  

Glioma is a common malignant tumor in the brain with rapid dispersion and high 

mortality. For this tumor, immediate treatment is needed at the early stage [9]. A 

brain tumor is an uncontrolled condition in the brain, which leads to forming an 

abnormal group of cells in the brain or the neighboring areas [10]. This abnormal cell 

formation abrupt brain’s normal processing with adverse effects on the patient’s life.  
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Brain MRI images become very popular to detect brain tumors for the treatment 

process. Based on the availability and technology of MRI images, the researchers 

collect a large amount of information for taking decisions corresponding to brain 

tumors [11, 12]. With high-resolution MRI images, the formation of the abnormities 

is easily determined [13, 14]. From several techniques, MRI is considered as the best 

one for studying the human brain to get valuable information about the soft tissue. 

For improving the extracted information from the MR images, several MRI 

modalities, like T2-weighted spin-spin relaxation (T2), T1-weighted MRI with 

contrast improvement (T1c), T1-weighted spin-lattice relaxation (T1), and T2-

weighted MRI with fluid attenuation inversion recovery (T2flair) are employed [15, 

16]. The multiple modalities offer different patterns and intensity levels for similar 

tumor regions. The segmentation in MRI brain tumor images is significant to 

evaluation, treatment planning as well as early diagnosis. While segmenting brain 

tumors, a huge effort is needed to develop brain tumor segmentation approaches 

automatically.  

The purpose of brain tumor segmentation is to partitions brain tumors into 

edema, necrosis, enhancing, and non-enhancing tumor. The edema provides the 

involvement to be explored during the surgery. Thus, the tumor type and malignant 

degree of the tumor are determined effectively.  Segmentation plays a major role in 

brain tumor classification for extracting the infected region of brain MRI images 

[17].  Segmentation of brain tumors accurately from MRI sequences is very 

significant in treatment planning as well as clinical diagnostics. Thus, a huge amount 

of irregular data created by the MRI avoids the manual segmentation precise at the 

particular time. The semi-automatic and automatic brain tumor segmentation 

methods are commonly classified as either generative models or methods. The 

generative model-driven tumor segmentation approaches with suitable information 

gained using probabilistic image atlases [18]. Therefore, the tumor segmentation 

issue is modelled as the detection issue. Moreover, this model solves the 

segmentation problem in the pattern classification setting by classifying the image 

voxels as the tumor or the normal tissues with the help of image feature [19, 20]. 
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1.2 Literature review 

Recent advancements in MRI-based medical image analysis for brain tumors are 

driven by the need for efficient and objective evaluation of large datasets. The 

evolution of automated methods over the past two decades, highlighting their 

increasing applicability in routine clinical settings are discussed in [4]. The focus is 

on segmentation, registration, and modelling techniques, particularly for gliomas, 

aiming to outline tumor boundaries and address morphological changes. Emphasis is 

placed on approaches compatible with standard clinical protocols, with a critical 

evaluation of current methods and a discussion of future trends, including updates in 

radiological tumor assessment guidelines. 

MRI-based brain tumor segmentation methods, emphasizing the growing 

popularity of deep learning techniques due to their ability to achieve state-of-the-art 

results and handle large datasets efficiently has been reported in [8]. Manual 

segmentation of brain tumors from MRI images is time-consuming, necessitating 

automatic segmentation methods. The literature provides an overview of deep 

learning algorithms for brain tumor segmentation, discussing their advantages over 

traditional methods and addressing future developments for integrating these 

techniques into clinical practice. 

In [11], a stochastic model for characterizing brain tumor texture in MR images, 

employing multifractional Brownian motion (mBm). The model is applied for 

patient-independent tumor texture feature extraction and segmentation in MRIs, 

utilizing a novel algorithm to extract multifractal features. A multifractal feature-

based segmentation method is developed and compared with existing approaches, 

demonstrating superior performance. Additionally, a patient-independent 

segmentation scheme based on modified AdaBoost algorithm is proposed and 

evaluated, showing efficacy in automatic tumor segmentation in brain MRIs, 

outperforming other state-of-the-art methods on publicly available datasets. 

An automated brain tumor segmentation algorithm employing a deep 

convolutional neural network (DCNN) to address the challenging task of detecting 

gliomas with irregular shapes and ambiguous boundaries is studied in [12]. The 
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algorithm utilizes a patch-based approach with an inception module and incorporates 

recent advancements in deep neural networks to mitigate overfitting. Pre-processing 

includes normalization and bias field correction, followed by patch extraction and 

classification by the DCNN. A two-phase weighted training method is introduced, 

enhancing performance on BRATS 2013 and BRATS 2015 datasets compared to 

existing techniques. 

The study in [15] focuses on segmenting infant brain tissue images during the 

isointense stage, a challenging task due to similar intensity levels of white matter 

(WM) and grey matter (GM) in T1 and T2 MR images. Using deep convolutional 

neural networks (CNNs) and multi-modality MR images (T1, T2, and fractional 

anisotropy), the proposed method achieves superior segmentation performance 

compared to existing techniques. The CNN architecture employs trainable filters and 

pooling operations to extract complex features from the input images, demonstrating 

the effectiveness of integrating multi-modality information for improved 

segmentation accuracy. 

A fully automated method for detecting and segmenting brain tumor tissue from 

FLAIR MRI images using a super pixel-based approach is implemented in [16]. 

Various novel image features are utilized for robust classification, including 

intensity-based, Gabor textons, fractal analysis, and curvatures. Evaluation on 

clinical and BRATS 2012 datasets shows high performance with an extremely 

randomized trees (ERT) classifier, achieving average detection sensitivity, balanced 

error rate, and Dice overlap measure close to expert delineation across different 

grades of glioma, offering potential for faster and more reproducible tumor detection 

and delineation in clinical settings. 

A generative approach for registering a probabilistic atlas of healthy brain 

populations to MRI scans showing glioma and segmenting them into tumor and 

healthy tissue labels is discussed in [19]. The method utilizes the expectation 

maximization (EM) algorithm, incorporating a glioma growth model for atlas 

seeding and refinement. Results from segmenting 10 MR scans demonstrate superior 

performance compared to reference methods, with similar accuracy to human raters. 
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Additionally, the method is applied to 122 patient scans, allowing estimation of 

tumor model parameters and construction of a statistical atlas of glioma. 

In [21], the challenges of manually segmenting and detecting brain tumors on 

MRI scans, prompting the development of automatic systems for accurate results. 

The proposed method comprises five stages, including image acquisition, pre-

processing, segmentation using Fuzzy C Means technique, tumor extraction, and 

evaluation based on criteria like area and circularity. Validation against manually 

segmented ground truth shows promising results, with an average Dice coefficient 

value of 0.729 indicating the method's effectiveness. 

The study in [22] focuses on developing deep learning models for efficient 

segmentation of brain tumors in multi-sequence MR images, particularly 

glioblastomas with varying properties. Three incremental deep convolutional neural 

network models are proposed, differing from previous approaches by avoiding trial-

and-error hyper-parameter tuning and incorporating ensemble learning for enhanced 

efficiency. Results from experiments on the BRATS-2017 dataset show state-of-the-

art performance, with an average Dice score of 0.88 and quick segmentation 

averaging 20.87 seconds. These models offer accurate and rapid segmentation, 

potentially aiding physicians in expediting diagnostic processes. 

The use of image processing techniques on MRI scans to potentially detect 

Alzheimer's disease (AD) early, focusing on assessing total brain and hippocampal 

atrophy, which are strong indicators of AD is explored in [23]. Various techniques 

such as K-means clustering, wavelet transform, and a customized algorithm are 

applied to T1 weighted MRIs. Implemented on open-source platforms like OpenCV 

and Qt, the developed product could assist doctors in early AD detection, correlating 

with psychiatric results and aiding in understanding and treating AD progression. 

An image segmentation method aimed at identifying brain tumors in MRI scans, 

given the significance of brain tumor research due to its high prevalence is 

introduced in [24]. While existing thresholding methods yield varying results, this 

study proposes a set of segmentation algorithms tailored for consistent tumor 

detection across different images. The proposed algorithms demonstrate satisfactory 
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performance in segmenting brain tumor images, offering potential for more reliable 

and uniform tumor detection. 

While grey matter has historically received more attention, white matter, 

comprising half of the human brain, has been overlooked in cognition and learning 

studies. However, emerging research using imaging and cellular/molecular 

approaches suggests that white matter plasticity may have significant implications 

for cognitive function and psychological disorders. This shift in perspective 

highlights the potential importance of white matter in understanding normal brain 

function and related pathologies [25]. 

The study in [26] introduces an adaptive convolutional neural network 

architecture designed to segment brain tumors from Multimodal Magnetic Resonance 

Images (MRIs) with improved efficacy. The model autonomously selects local and 

global features from the image data using interacting sub paths, while mitigating 

overfitting through dropout mechanisms. Evaluation on the MICCAI BraTS 2018 

dataset demonstrates the model's effectiveness, yielding high scores in metrics such 

as Dice coefficient, Mean Intersection over Union, Sensitivity, and Specificity, 

surpassing some state-of-the-art methods. 

Accurate segmentation of brain tumors is crucial for effective treatment, given 

their diverse locations and characteristics. The study in [27] introduces a deep 

convolutional neural network (CNN) tailored for segmenting brain tumors in MRIs, 

leveraging the BRATS segmentation challenge dataset. The proposed network 

architecture, an extension of existing models, exhibits superior performance 

compared to non-deep learning techniques, as evidenced by experimental results on 

the BRATS 2015 benchmark data. 

 A fully automatic brain tumor segmentation method using Deep Neural 

Networks (DNNs), designed for glioblastomas observed in MR images is discussed 

in [28]. Given the diverse nature of these tumors, the study explores a machine 

learning solution using flexible, high-capacity DNNs for efficient segmentation. 

Novel CNN architectures are presented, leveraging both local and global contextual 

features simultaneously, along with a unique convolutional implementation of fully 
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connected layers for accelerated processing. Additionally, a 2-phase training 

procedure and a cascade architecture are proposed to address label imbalance and 

enhance segmentation accuracy, achieving significant improvements over existing 

methods while offering substantial speed enhancements. 

The study in [29] proposes an enhanced automated brain tumor segmentation 

and identification method utilizing Artificial Neural Networks (ANN) from MR 

images, aiming to overcome the challenges posed by the diverse shapes and 

intensities of brain tumors. The approach integrates K-means clustering for initial 

image enhancement, followed by ANN-based object selection and texture feature 

extraction for precise tumor segmentation. Grayscale features are then leveraged for 

tumor diagnosis, distinguishing between benign and malignant cases. Results 

demonstrate the effectiveness of the ANN approach, achieving high accuracy and 

sensitivity in brain tumor classification compared to alternative methods like SVM 

segmentation. 

In [30], stacked sparse auto-encoder (SSAE), a semi-supervised deep learning 

technique, is presented for RNA-seq data-based cancer prediction. Using a sparsity 

penalty term and greedy layer-wise pre-training, the SSAE technique efficiently 

classifies samples and extracts relevant information from high-dimensional data. 

Testing on three public RNA-seq datasets for different cancer types demonstrates 

that SSAE outperforms other classification methods, highlighting its promising 

ability for accurate cancer prediction. 

The study in [31] introduces a novel method utilizing transfer learning to correct 

sampling selection errors in automated tumor segmentation caused by sparse 

annotations during supervised learning. Traditional approaches are hindered by 

labor-intensive and error-prone manual segmentation requirements. The proposed 

method effectively derives high-quality classifiers from sparse annotations and 

employs domain adaptation techniques to correct sampling errors. Validation on 

multi-modal MR images demonstrates significant reductions in labelling and training 

time without sacrificing accuracy, easing the establishment and extension of 

annotated databases and advancing the practical applicability of learning-based tissue 

classification approaches. 
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A learning-based framework for robust and automatic nucleus segmentation in 

histopathology images, crucial for disease detection like brain tumor and breast 

cancer is introduced in [32]. The proposed method utilizes a deep convolutional 

neural network (CNN) for probability map generation, followed by an iterative 

region merging approach and a novel segmentation algorithm. Notably, the 

framework demonstrates superior performance across various staining 

histopathology images, outperforming recent state-of-the-art methods in comparative 

experiments on large-scale pathology datasets. 

A novel methodology that integrates human brain connect omics and 

parcellation for brain tumor segmentation and survival prediction is discussed in 

[33]. The segmentation process utilizes existing brain parcellation atlas data mapped 

to individual subjects, employing deep neural network architectures with hard 

negative mining for voxel-level classification. For survival prediction, the method 

combines connect omics data, brain parcellation information, and brain tumor masks, 

leveraging features from the Human Connectome Project to compute tractographic 

features indicating potential neural disruptions caused by tumors. Experimental 

results on the BraTS2018 dataset demonstrate the effectiveness of the proposed 

methods. 

In [34], Auto-Context Forests for brain tumor segmentation in multi-channel 

MRI images, enhancing generalization, compactness, and semantic understanding. 

Contributions include an efficient node-splitting criterion, faster training, and guided 

semantic bagging for improved performance. The proposed framework, a top 

performer in the MICCAI 2016 BRATS challenge, offers practicality, fast training, 

and robustness, with this paper detailing the challenge entry and discussing its 

results. 

The challenging task of gliomas segmentation in brain tumors using deep 

learning and MRI modalities is addressed in [35]. The proposed hybrid convolutional 

neural network incorporates local and contextual information for accurate 

segmentation while mitigating overfitting with dropout regularization and batch 

normalization. A two-phase training procedure is employed to tackle data imbalance, 

resulting in improved performance on the BRATS 2013 dataset with higher scores 
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for dice, sensitivity, and specificity compared to state-of-the-art techniques. 

Additionally, pre-processing and post-processing steps enhance the segmentation 

accuracy by normalizing images and removing false positives. 

The study in [36] focuses on detecting and classifying brain tumors from MRI 

images through six stages: Input Image, Pre-processing, Segmentation, Post 

Processing, Feature Extraction, and Classification. The initial phases involve reading 

the MRI image, pre-processing with image smoothing and enhancement techniques, 

and segmentation using the Pillar KMeans algorithm, which selects pillar pixels for 

effective segmentation. Experimental results demonstrate the algorithm's 

effectiveness in tumor segmentation, with post-processing operations applied to 

clearly locate the tumor in the brain. 

Glioblastoma segmentation in medical image processing, highlighting 

limitations of current methods in capturing contextual information is explored in 

[37]. Leveraging the UNet architecture, the research employs a sophisticated training 

scheme with dynamic sampling, data augmentation, and class-sensitive loss, 

facilitating training on relatively small datasets. Qualitative comparison with state-

of-the-art approaches demonstrates favorable performance of the proposed method, 

emphasizing its potential for improved glioblastoma segmentation. 

The study in [38] introduces a novel 11-layer, three-dimensional Convolutional 

Neural Network (CNN) for brain lesion segmentation, addressing limitations of 

existing networks. To mitigate computational demands, an efficient dense training 

scheme is devised, integrating adjacent image patches for improved processing. A 

dual pathway architecture enables simultaneous processing of input images at 

multiple scales to incorporate local and contextual information. Post-processing 

employs a 3D fully connected Conditional Random Field to refine segmentation, 

yielding improved performance across three challenging lesion segmentation tasks in 

MRI patient data. The method demonstrates computational efficiency and achieves 

top-ranking performance on public benchmarks, facilitating adoption in research and 

clinical settings. 
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The study in [39] focuses on the detection and classification of brain tumors, 

emphasizing the urgency of early detection and treatment due to their significant 

impact on mortality. Utilizing neural networks, feature extraction via Gray Level Co-

Occurrence Matrix (GLCM), and Principal Component Analysis (PCA) for image 

recognition and compression, the research aims to classify tumors as normal, benign, 

or malignant. K-means clustering is employed for segmentation, detecting tumor 

spread regions, and identifying defective cells. Simulation using MATLAB 2013 

software demonstrates the effectiveness of the proposed method, with probabilistic 

neural networks (PNN) offering efficient classification accuracy. 

Breast cancer remains a significant cause of mortality globally, particularly for 

women. Early detection is crucial for effective treatment. The study in [40] 

introduces a deep learning approach for breast cancer detection and classification in 

cytology images, employing transfer learning from pre-trained CNN architectures 

like GoogLeNet, VGGNet, and ResNet. By utilizing knowledge gained from one 

problem to another, the proposed framework achieves superior accuracy in detecting 

and classifying malignant and benign cells, surpassing other deep learning 

architectures in benchmark datasets. 

In [41], improvements in semantic image segmentation using Deep Learning, 

focusing on atrous convolution and atrous spatial pyramid pooling (ASPP) 

techniques are discussed. Atrous convolution enables precise control over feature 

resolution and context incorporation without increasing parameters or computation. 

ASPP enhances segmentation robustness across multiple scales by probing 

convolutional features with filters at various sampling rates. Additionally, the study 

combines Deep Convolutional Neural Networks (DCNNs) with probabilistic 

graphical models to improve object boundary localization, achieving state-of-the-art 

performance on several datasets. The proposed “DeepLab” system achieves 

significant advancements in semantic segmentation tasks, with code publicly 

available for further research. 

The study in [42] introduces a novel ensemble strategy for image denoising 

using multiple deep neural networks, addressing the challenge of high diversity in 

natural image patches and noise distributions. The approach divides the denoising 



 

12 

 

task into local subtasks based on patch complexity, employing separate networks for 

each subtask. At test time, the outputs of these networks are combined using a 

weighted mixture determined by the likelihood of each network for each noisy patch. 

Experimental results demonstrate significant performance improvements over single-

network approaches, with reduced training samples and parameters, leading to 

decreased time complexity in both training and running. 

A framework for supervised segmentation of gliomas from MRI scans, 

addressing challenges such as tumor location variability and intensity signature 

ambiguity is presented in [43]. It employs multiple modality intensity, geometry, and 

asymmetry feature sets to drive a random forest-based segmentation approach. The 

inclusion of asymmetry-related features, derived from optimal symmetric multimodal 

templates, demonstrates strong discriminative properties. Furthermore, probability 

maps generated from random forest models are used to refine the segmentation 

through a Markov random field regularization approach, achieving high performance 

as evidenced by its top-ranking performance in the MICCAI 2013 Multimodal Brain 

Tumor Segmentation challenge. 

A framework for automatic brain tumor segmentation from MR images, 

incorporating simultaneous detection of edema is presented in [44]. Unlike other 

methods relying on contrast-enhanced images, this framework solely utilizes the T2 

MR image channel, allowing for broader applicability. The segmentation process 

comprises three stages: abnormal region detection using a brain atlas, determination 

of intensity properties, and application of geometric and spatial constraints to 

identify tumor and edema regions. The method is validated on diverse real datasets, 

demonstrating its efficacy across various tumor characteristics. 

A novel method for Glioblastoma (GBM) feature extraction using Gaussian 

mixture model (GMM) features from MRI images, including T1-WI, T2-WI, and 

FLAIR MR images is implemented in [45]. Multi thresholding segmentation with 

morphological operations is employed to detect pathological areas in the images. 

Evaluation using multi classifier techniques demonstrates that GMM features 

outperform principal component analysis (PCA) and wavelet-based features, 

achieving high accuracy in identifying GBM versus normal tissue across different 
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MRI modes. The results show promising potential for improving GBM heterogeneity 

characterization and facilitating early treatment. 

An efficient brain tumor detection method utilizing Neural Networks (NN) and a 

previously developed brain tissue segmentation technique is implemented in [46]. It 

outlines the steps involved, including pre-processing, segmentation of pathological 

and normal tissues, feature extraction, and classification using NN. The proposed 

method is evaluated using Quality Rate (QR) and standard metrics such as 

sensitivity, specificity, and accuracy, demonstrating superior performance compared 

to other classification techniques like K-NN and Bayesian classification. 

An automated system for brain tumor diagnosis and tumor region extraction, 

aiming to improve timely detection and diagnosis is presented in [47]. The system 

includes pre-processing for noise removal, texture feature extraction, and ensemble-

based SVM classification achieving over 99% accuracy. It further employs a multi-

step segmentation process, including skull removal, brain region extraction, and 

FCM clustering for accurate tumor region extraction from MR images, 

demonstrating promising results across datasets from different medical centers. 

Various Principal Component Analysis (PCA) algorithms for dimension 

reduction in T1-weighted MRI images clustering for brain tumor segmentation are 

investigated in [48]. Five PCA algorithms are compared, including conventional 

PCA, PPCA, EM-PCA, GHA, and APEX, in combination with K-Means and Fuzzy 

C-Means clustering methods. Results suggest that PPCA yields the best outcomes, 

particularly when combined with K-Means, across different sizes of MRI images, 

indicating its efficacy in improving clustering performance for brain tumor 

segmentation. 

An enhanced fully convolutional network for end-to-end brain tumor 

segmentation in MRI images, improving upon the U-Net architecture is introduced in 

[49]. Innovative features include up skip connections, inception modules, and a 

cascade training strategy, facilitating richer feature learning and sequential subregion 

segmentation. The proposed method outperforms U-Net, achieving higher accuracy 
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in tumor segmentation across different datasets, demonstrating its competitiveness 

with state-of-the-art approaches. 

A novel brain tumor segmentation method combining fully convolutional neural 

networks (FCNNs) and Conditional Random Fields (CRFs) to achieve consistent 

segmentation results is studied in [50]. The method involves training FCNNs and 

CRFs using 2D image patches and slices, followed by fine-tuning with a voting-

based fusion strategy. Evaluation on BRATS datasets demonstrates competitive 

performance, with the ability to segment brain images slice-by-slice more efficiently 

than patch-based methods. 

A deep learning-based approach for automating brain tumor segmentation in MR 

images, aiming to improve accuracy in medical image analysis is proposed in [51]. 

By integrating Stationary Wavelet Transform (SWT) and a new Growing 

Convolutional Neural Network (GCNN), the method enhances segmentation 

efficiency compared to conventional systems. Experimental results demonstrate 

superior performance over Support Vector Machine (SVM) and Convolutional 

Neural Network (CNN) approaches, as evidenced by metrics such as accuracy, 

PSNR, and MSE. 

The study in [52] introduces an automatic brain tumor segmentation method, 

combining the small kernels two-path convolutional neural network (SK-TPCNN) 

with random forests (RF). The SK-TPCNN structure enhances nonlinear mapping 

and mitigates overfitting by incorporating small and large convolutional kernels, 

increasing feature diversity. The learned features are then utilized by the RF 

classifier for joint optimization, effectively classifying MRI image voxels into 

normal brain tissues and tumor regions. The proposed method demonstrates 

improved performance in the Brain Tumor Segmentation Challenge (Brats) 2015 

Training dataset. 

In [53], an automated brain tumor segmentation method leveraging texture 

features and kernel sparse coding from FLAIR MRI scans. The process involves pre-

processing MRIs to enhance contrast and correct intensity non-uniformity, followed 

by sparse coding on statistical eigenvectors. Kernel dictionary learning is then 
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applied to extract non-linear features, enabling the construction of adaptive 

dictionaries for healthy and pathological tissues. A kernel-clustering algorithm and 

linear discrimination method classify target pixels, with flood-fill operations 

enhancing segmentation quality. The approach showcases improved capacity and 

segmentation accuracy at low computational cost. 

The study in [54] focuses on glioma segmentation from MRI images, crucial for 

clinical diagnostics and treatment planning due to the high mortality associated with 

these tumors. Automatic segmentation is necessary due to the large volume of MRI 

data, but variability among brain tumors poses a challenge. The proposed Deep 

Convolutional Symmetric Neural Network (DCSNN) integrates left-right asymmetry 

prior knowledge, achieving competitive segmentation results with an average Dice 

similarity coefficient of 0.852 on the BRATS 2015 database. Despite not being the 

top performer, DCSNN outperforms recent DCNN-based methods in segmentation 

efficiency, taking only about 10.8 seconds per patient case. 

Urban scene classification using a fusion of hyperspectral and Pol-SAR data to 

provide comprehensive insights into complex urban scenes are reviewed in [55]. 

Existing fusion methods may lack in extracting sufficient information and integrating 

lower-dimensional data. To address this, an end-to-end convolutional neural network 

is proposed, featuring a novel two-stream architecture that separately processes each 

dataset before merging them in a balanced manner. Experimental results indicate the 

superior performance of this framework compared to other fusion methods, marking 

the first instance of a deep convolutional neural network effectively fusing 

hyperspectral and SAR data. 

A novel approach for automatic image style recognition, crucial for various 

applications. Unlike traditional CNN methods focusing solely on object features, this 

approach incorporates texture features alongside object features is implemented in 

[56]. The proposed CNN architecture includes two pathways, one for objects and one 

for textures, jointly trained to capture complementary information. Experimental 

results, particularly with the VGG-19 model, demonstrate superior performance on 

benchmark datasets, surpassing previous state-of-the-art methods. 
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In [57], a novel technique for image compression using a deep wavelet 

autoencoder (DWA) in the context of brain imaging. Leveraging the feature 

reduction capability of autoencoders and the image decomposition property of 

wavelet transform, DWA aims to compress images efficiently for subsequent 

classification tasks using deep neural networks (DNN). Experimental results on a 

brain image dataset demonstrate the superiority of the proposed DWA-DNN 

classifier over existing methods like autoencoder-DNN or DNN alone, showcasing 

its potential for enhanced image processing in medical science. 

The study in [58] introduces a method for automatic segmentation of MR brain 

images into tissue classes using a convolutional neural network (CNN). The CNN 

utilizes multiple patch and convolution kernel sizes to capture multi-scale 

information for accurate segmentation and spatial consistency. Not reliant on explicit 

features, the CNN learns relevant information from training data. Tested on various 

datasets, including images of preterm infants and adults, the method achieves high 

average Dice coefficients, demonstrating its robustness across different ages and 

acquisition protocols. 

The significance of early detection and accurate segmentation of brain tumors 

using MRI scans due to their potential life-threatening nature is discussed in [59]. It 

introduces a novel deep learning algorithm, combining kernel-based CNN with M-

SVM, for automatic and efficient tumor segmentation. The method involves pre-

processing, feature extraction, image classification, and tumor segmentation steps, 

utilizing techniques like Laplacian of Gaussian filtering and Contrast Limited 

Adaptive Histogram Equalization. Experimental results indicate that the proposed 

approach achieves approximately 84% accuracy in brain tumor segmentation, 

outperforming existing algorithms. 

The development of a diagnostic system for brain tumors using MRI images in 

DICOM format is given in [60]. This system accurately classifies tumors as benign 

or malignant, achieving a high classification accuracy of 98.9% based on 

experimental evaluation with brain tumor images. Brain tumors are highlighted as a 

life-threatening condition arising from abnormal cell growth in the brain. 
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A novel method for automatically dissecting brain tumors in MR images, 

comprising four stages: pre-processing, dissection, feature extraction and reduction, 

and classification is introduced in [61]. Pre-processing involves noise reduction using 

a Wiener filter. The dissection stage employs amended region recovering-based 

segmentation, while features are extracted using combined edge and texture-based 

methods. Principal Component Analysis (PCA) is then used for dimensionality 

reduction before classification using a kernel-based SVM. Evaluation metrics like 

similarity index (SI), overlap fraction (OF), and extra fraction (EF) show improved 

tumor detection compared to neural network-based classifiers. 

The challenge of brain tumor detection and segmentation in medical image 

processing are proposed in [62]. A hybrid approach combining deep autoencoder and 

Bayesian fuzzy clustering for segmentation, followed by feature extraction using 

robust techniques like scattering transform and wavelet packet Sall is entropy, is 

proposed. Classification is achieved through a hybrid scheme of deep autoencoder 

and softmax regression. The method demonstrates high classification accuracy 

(98.5%) on the BRATS 2015 database, outperforming other state-of-the-art methods. 

In [63], the importance of intrusion detection systems (IDS) in protecting 

wireless sensor networks (WSN) from security threats is proposed. It highlights the 

challenges faced by IDS due to irrelevant or redundant dataset dimensions, impacting 

detection speed and performance. To address this, the paper introduces feature 

selection using the self-adaptive differential evolution (SaDE) algorithm, which 

dynamically selects Candidate Solution Generation Strategies (CSGS) and optimizes 

control parameters. Experimental results on the KDDCUP99 dataset show SaDE's 

effectiveness compared to other algorithms, evaluated using the K-Nearest Neighbor 

(KNN) method. 

The study in [64] discusses a deep learning-based approach for segmenting and 

recognizing brain tumors, particularly gliomas, from MRI scans. The method 

involves contrast enhancement, saliency map construction, feature extraction using a 

pre-trained CNN model, and texture analysis with dominant rotated LBP. 

Optimization through particle swarm optimization (PSO) is employed for feature 

selection and classification. Validation on BRATS2017 and BRATS2018 datasets 
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demonstrates high segmentation accuracy, with dice scores ranging from 79.94% to 

93.7%, and classification accuracy exceeding 92% on BRATS2013, 2014, 2017, and 

2018 datasets, showcasing superior performance in both segmentation and 

classification tasks for brain tumor analysis. 

The extensive use of deep convolutional neural networks (CNNs) in brain MRI 

analysis, focusing on lesion segmentation, anatomical segmentation, and 

classification tasks is overviewed in [65]. It presents a comprehensive literature 

review detailing various CNN architectures, pre-processing techniques, data 

preparation methods, and post-processing strategies employed in this domain. The 

study aims to summarize the evolution of CNN architectures, discuss state-of-the-art 

strategies, analyses results from public datasets, and evaluate their strengths and 

limitations. Additionally, it serves as a detailed reference for current research 

activities in deep CNN-based brain MRI analysis and offers insights into future 

research directions in this field. 

The study in [66] provides an overview of the challenges in automatic brain 

tumor segmentation due to factors like tumor diversity and the use of multiple 

imaging techniques. It emphasizes the importance of multimodal imaging, such as 

PET/CT and PET/MRI, in enhancing segmentation accuracy. The article discusses 

recent techniques for brain tumor segmentation using MRI, PET, CT, and 

multimodal imaging, outlining their principles, advantages, limitations, and future 

challenges. 

The challenges faced by one-stage object detectors compared to two-stage 

detectors and proposes a novel solution called Focal Loss to address the issue of 

extreme foreground-background class imbalance during training are discussed in 

[67]. By reshaping the standard cross-entropy loss, Focal Loss focuses on hard 

examples, preventing easy negatives from overwhelming the detector during training. 

The proposed approach is evaluated through the design and training of a dense 

detector called Retina-Net, which achieves both speed and accuracy, surpassing 

existing state-of-the-art detectors. 
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A deep learning algorithm for scene categorization that incorporates both object 

attributes and spatial structures of scene images using two-pathway convolutional 

neural networks is introduced in [68]. Unlike traditional methods, each pathway 

focuses on a different aspect of images, allowing for more comprehensive 

information utilization. The algorithm addresses feature redundancy by adopting the 

ℓ 2,1 norm during classifier training. Experimental results demonstrate the superior 

performance of the proposed method compared to conventional approaches, 

indicating its potential for broader applications. 

The significance of noise removal in automatic speech recognition (ASR) 

systems and the increased demand for ASR in the Tamil language is discussed in 

[69]. It proposes a bidirectional recurrent neural network (BRNN) with a self-

organizing map (SOM)-based classification scheme for Tamil speech recognition. 

The method involves pre-processing the input speech signal with a Savitzky–Golay 

filter, extracting Multivariate Autoregressive and perceptual linear predictive 

coefficients, and using SOM to select the appropriate feature vector length. 

Experimental results show that the proposed approach outperforms existing methods 

in terms of signal-to-noise ratio, classification accuracy, and mean square error. 

The study in [70] introduces water wave optimization (WWO), a novel 

metaheuristic method inspired by shallow water wave theory, for solving global 

optimization problems. By mimicking the behavior of water waves such as 

propagation and breaking, WWO effectively explores high-dimensional solution 

spaces. With a simple algorithmic framework, small population size, and few control 

parameters, WWO demonstrates competitive performance compared to existing 

evolutionary algorithms across various benchmark problems and real-world 

applications like high-speed train scheduling in China. 

Energy-saving targets in the industrial sector, particularly focusing on China's 

unique approach of setting mandatory "amount of energy saved" targets since 2006 

are examined in [71]. Through case studies, it questions the reliability of reported 

data and highlights weaknesses in the enforcement and correlation of these targets 

compared to conventional volume and intensity targets. The study suggests replacing 
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"amount of energy saved" targets with “double-control” targets that combine volume 

and intensity targets for more effective energy conservation measures. 

In [72], the growing interest in deep learning-based segmentation methods for 

brain MRI analysis, emphasizing their advantages over classical machine learning 

algorithms is discussed. It provides an overview of current deep learning 

architectures used for segmenting brain structures and lesions, evaluating their 

performance, speed, and characteristics. Additionally, the review offers insights into 

future trends and developments in this field. 

Inspired by the swarming behavior of salps in oceans [73], the study offers two 

new optimization methods for solving single and multiple objective optimization 

problems: the Salp Swarm Algorithm (SSA) and the Multi-objective Salp Swarm 

Algorithm (MSSA). By experimenting with different mathematical functions, SSA 

successfully refines the initial random solutions and approaches the optimal solution. 

MSSA, on the other hand, provides great coverage and convergence estimates of 

Pareto optimum solutions. Real-world case studies, such as the design of maritime 

propellers and air foils, show how well SSA and MSSA work to solve complex, 

unknown search spaces in real-world issues. 

1.3 Motivation 

Brain tumor segmentation and classification is an important task for identifying 

irregularity in the brain, which results in rapid tumor development and it is the 

primary cause of death worldwide. Such a tumor decreases the brain tissue in size 

resulting in mass harm to the neurons in the brain. Thus, it is important to classify the 

tumor effectively and accurately. Different tumor classification methods are in 

practice; however, they limit due to various reasons like, 

 Accuracy, efficiency, and consistency  

 Using a high-quality image without noise and artifacts 

 Removing variations of luminosity and contrast 

 Achieving non-linear up sampling 

The limitations of existing methods of brain tumor segmentation and 

classification need to be addressed by designing new methods which are better and 

efficient when compared to the existing methods. 
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1.4 Objectives 

The objectives of the proposed work are,  

 To design an automatic brain segmentation model based on deep belief 

network (DBN). 

 To find an optimal way of finding the effective segments from the input MRI 

brain image. 

 To model a new classification strategy based on deep learning classification 

approach in order to assure effective classification. 

 To implement and enable the comparative analysis of the proposed method 

with respect to the existing methods of brain tumor segmentation and 

classification.  

1.5 Organization of thesis  

This chapter starts with the basics of digital image processing. What is a digital 

image. Smallest element of digital image is called as pixel. It gives idea about the 

MR image, how it is captured. Types of modalities. The types of tumors are 

explained in detail. Glioma is a tumor causing maximum deaths of patients. Early 

detection of tumor is needed to save the life of patient. All the current methods for 

detection of brain tumor are discussed with their limitations. Human by himself 

without help of machine cannot detect the tumor by looking at MRI. So, there is need 

of automatic method to detect the tumor. So, this chapter at the end defines the 

objectives for early and accurate detection of brain tumor.  

In Chapter 2, the Seg Net and Salp Water Optimization-Driven Deep Belief 

Network (Seg+SWO+DBN) algorithm for brain tumor segmentation and 

classification from MRI images is implemented. The analysis of proposed method 

performed based on metrics like accuracy, sensitivity, specificity and Region of 

Convergence (ROC). The results are compared with existing methods like Fully 

Connected Neural Network combined with Conditional Random Fields 

(FCNN+CRF), Deep learning, Bayesian fuzzy and Deep Convolutional Neural 

Networks (DCNN).  
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In Chapter 3, the Hybrid Adam Sewing Training Optimization Enabled Deep 

Learning Technique (AdamSWO_DCNN) algorithm for brain tumor segmentation 

and classification from MRI images is implemented. The performance of proposed 

method is analyzed based on varying the training data and K- fold value.  The results 

are compared with existing methods The results are compared with existing methods 

like Fully Connected Neural Network combined with Conditional Random Fields 

(FCNN+CRF), Deep learning, Bayesian fuzzy and Deep Convolutional Neural 

Networks (DCNN).  

In Chapter 4, the Adaptive SalpSwarm Optimization (ASO-DRN) for brain 

tumor classification algorithm is implemented for brain tumor segmentation and 

classification from MRI images. The performance of proposed method is analyzed 

based on performance metrics like True Positive Rate (TPR) and True Negative Rate 

(TNR). The results are compared with existing methods.  

In Chapter 5, the Adaptive Adam Salp Water Optimization with DBN and 

Alexnet (ASWO_DbneAlexnet) is implemented for brain tumor segmentation and 

classification from MRI images. The performance of proposed method is analyzed 

based on accuracy and precision.  The results are compared with existing methods 

defining certain advantages of the proposed method.  

In Chapter 6, the conclusion and future scope is discussed. It presents entire 

research study and exposes the different outputs which can be used by researchers 

studying neurological disorders and developing advanced diagnostic methods for 

clinical applications. Last but not least, the potential future work that might improve 

the system has been discussed. 
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CHAPTER 

2 
 Robust and Adaptable SWO-based DBN for Brain 

Tumor segmentation and Classification  

 

2.1    Introduction 

Brain tumor classification in magnetic resonance imaging (MRI) images 

becomes very popular in treatment planning, early diagnosis, and outcome 

evaluation. It is very difficult for classifying and diagnosing tumors from several 

images. Thus, an automatic prediction system is necessary to classify brain tumors as 

malignant, core, edema, or benign. This chapter introduces the novel strategy based 

on Salp Water Optimization-based Deep Belief Network (SWO-based DBN) for the 

brain tumor classification. The SWO-based DBN technique can adapt to different 

types of brain tumors and imaging conditions, making it versatile for various clinical 

scenarios. Adaptability is a significant advantage of the SWO-based DBN technique 

in the context of brain tumor classification from MRI images. The proposed 

technique's adaptability enables it to handle variations in imaging conditions, 

ensuring robust performance across different MRI datasets and settings, also makes it 

suitable for various clinical scenarios, providing consistent and reliable performance 

under diverse conditions [73]. 

The major contribution of this chapter is: 

 Proposed SegNet for the brain tumor segmentation: The proposed SegNet is 

employed for segmenting each region, which is modified through SWO. SegNet 

is effective as it stores only max-pooling indices of feature maps, and the decoder 

network is employed for achieving better performance. 

 Proposed SWO-based DBN for brain tumor classification: The SWO-based 

DBN is employed for training DBN for brain tumor detection that categories into 

edema, malignant, core, and benign. Here, SWO-based DBN is designed by 

integrating SSA and WWO. 
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The chapter is arranged as follows: section 2.2 elaborates the challenges faced, 

which are considered as the inspiration for developing the proposed technique. The 

proposed SWO-based DBN classifier is portrayed in section 2.3. The outcomes of the 

proposed strategy with other methods are depicted in section 2.4 and section 2.5 

present the conclusion. 

2.2 Challenges  

The issues encountered by the prevailing approaches are detailed as follows: 

(i) Clinical settings may present unique challenges, such as limited availability of 

data, variations in patient demographics, or changes in imaging technology over 

time. The SWO-based DBN technique's adaptability makes it suitable for 

various clinical scenarios, providing consistent and reliable performance under 

diverse conditions [74]. 

(ii) Brain imaging segmentation is complicated in segmentation because of its 

imbalanced data available in dataset, as majority of the pixels in MR image 

belongs to the healthy voxels. 

(iii) Variations in imaging conditions refer to differences in how MRI scans are 

performed, which can impact the quality and appearance of the images. These 

variations may include, magnetic field strength, MRI machines can have different 

magnetic field strengths, such as 1.5 Tesla (T) or 3T. 

(iv) Higher field strengths generally result in better image quality and higher 

resolution. Sequence Parameters, MRI scans can be performed using various 

imaging sequences, such as T1-weighted, T2-weighted, or FLAIR (Fluid-

Attenuated Inversion Recovery). Each sequence highlights different tissue 

properties and can affect the appearance of brain tumors [77].  

(v) The spatial resolution of MRI images, determined by factors such as voxel size 

and slice thickness, can vary between scans. Higher resolution images provide 

more detailed information but may require longer scan times. Contrast agents 

may be administered to enhance the visibility of certain structures or 

abnormalities in MRI images. Variations in contrast agent administration 

protocols can affect the appearance of brain tumors and surrounding tissues [78]. 
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(vi) Differences in MRI scanner hardware and software configurations, such as coil 

types, gradient strengths, and reconstruction algorithms, can influence image 

quality and characteristics. 

Segmentation of Gliomas using computer-aided diagnosis is highly demanding 

due to its unbalanced shape as well as the subtle boundaries of the tumor with the 

neighboring area [79].    

2.3 Proposed Salp Water Optimization-based Deep Belief Network for brain 

tumor segmentation and classification 

The main aim is to create an efficient technique for brain tumor segmentation 

and classification using the proposed SWO-based DBN. The proposed tumor 

segmentation method involves three different steps, like segmentation, feature 

extraction, along with brain tumor classification. Here, the input image is passed to 

the pre-processing module to get rid of artifacts and noise present in the image. The 

obtained image is forwarded to the segmentation module. In the segmentation phase, 

the input brain image is segmented with the help of SegNet that is customized based 

on the introduced optimization algorithm named SWO. The segmented tumor result 

is passed to the feature extraction module, wherein CNN features are mined with the 

CNN classifier. The feature extracted from a convolutional layer of the deep CNN 

classifier is specified as the CNN features.  

The extracted CNN features are subjected to the classifier, wherein the brain 

tumor classification process is carried out with the DBN classifier [80] that 

effectively classifies the tumor as benign, malignant, core, and edema. However, the 

DBN classifier is tuned with the introduced optimization algorithm called SWO, 

which is designed by integrating the SSA [73] with the WWO [70], respectively. 

Figure 2.1 illustrates the structural representation of developed SegNet+SWO-based 

DBN for segmentation and categorization of brain tumor.  

Initially, random selection of the image is done so as to execute the classification 

process on the images available in the dataset. Assume a database K containing  s

number of images be expressed by, 

 sr XXXXK ,...,,...,, 21        (2.1) 
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Figure 2.1: Schematic representation of the devised SegNet+SWO-based DBN model for tumor 

segmentation and classification 

Here    represents the overall images, and rX denotes thr image that is chosen 

as the input in pre-processing the brain tumor segmentation and classification 

mechanism.  

2.3.1 Pre-processing 

The initial step is the pre-processing of the input image, which is the very 

important phase in analysis of the medical images. Here, the input image rX is 

subjected to the pre-processing module, which facilitates the smooth processing of 

the input image and makes the image apt for further processing. Additionally, pre-

processing is executed for elimination of the artifacts and noise that exists in the 

image. The pre-processing is regarded as the image enhancement module that has the 

ability for improving image contrast. The pre-processing is performed using RGB to 

grey conversion, skull strip removal, and histogram equalization. RGB to grey 

conversion method converts the color image into greyscale. The removal of non-

brain structure and unwanted portions present in the image are isolated using skull 

stripping, and image contrast is improved using histogram equalization. The output 

of the pre-processor is represented as, 

rX . 
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2.3.2 Segmentation of pre-processed image with SegNet 

Segmentation is the process of separating the pre-processed image into different 

segments, such as pixels and image objects. The pre-processed image 

rX is fed as 

input of the segmentation module, wherein SegNet [81] is utilized in the 

segmentation process Here, SegNet is trained by the proposed SWO to find the 

tumorous regions considering each segment. 

(a) SegNet  

SegNet [81] is the encoder network where the related decoder network follows 

the pixel-wise classification layer. This encoder network containing 13 convolutional 

layers where the training process is performed from the weights for the detection 

purpose. In addition, the fully connected layers are rejected to obtain high-resolution 

feature maps at the deepest encoder output. Thus, the SegNet encoder network 

diminishes the count of parameters at the output of the deepest encoder. The SegNet 

employs the maximal pooling indices to up-sample and convolves the trainable 

decoder filter bank without learning feature maps. SegNet is the decoder to up-

sample the input feature maps with low resolution. In addition, the decoder performs 

the pooling indices to evaluate the max-pooling step of the related encoder for 

achieving non-linear upsampling. Thus, up-sample maps are spread out and 

convolved with the trainable filters for creating the dense feature maps. 

(b) Training of SegNet with the proposed Salp Water Optimization 

The introduced SWO is utilized to train the SegNet to segment the tumorous 

region of the brain effectively for further processing. The segmented result is denoted 

as R . The algorithmic procedures of the introduced SWO algorithm are given in the 

following subsections. 

Step 1: Initialization:  

In the primary step, the population of salp is randomly initialized with the 

number of solutions, and is represented by, 

                                               wl IIIII ,,,...,, 21                                                   

(2.2) 
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Here, w denotes the overall count of solutions in population, and lI refers to
thl  

the solution. 

Step 2: Fitness function:  

The solution, which is optimal is found by estimating the fitness to classify brain 

tumors from the input image. Furthermore, it is calculated corresponding to lowest 

error value, and the best solution is found by considering the solution with minimal 

error. The value of fitness is computed by using the subsequent equation,  

                                                 
 

 
[∑           

 
   ]                      (2.3) 

Here,  denotes the count of training samples,         represent the target output 

and    denote the estimated output of the classifier.  

Step 3: Solution update with the introduced SWO algorithm:  

The weights are determined in this step using the developed SWO for tuning 

DBN and then the solution is updated using weights which account the minimal error 

value. The following expression gives the update equation [73] of follower SSA 

algorithm, 
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The WWO is employed to enhance the performance, and for addressing the 

optimization problems of the algorithm. According to WWO [70], the update 

equation of breaking is given by, 
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Substitute equation (2.6) in equation (2.4), the solution becomes, 
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Therefore, the weight update among layers of MLP is carried out with the 

location update of developed SWO as, 

    e

l

e

l

e PGaussianxBxB )1,0(1 1                    (2.10) 

where, the term  signifies the breaking coefficient, and the term eP refers to the 

length of the dimension of search space.  

Algorithm 2.1: Pseudocode of proposed SWO for brain tumor classification 

Input: Salp population (initial set of candidate solutions) 

Output: Best solution (optimized solution for brain tumor classification) 

Procedure 

Begin 

Initialize the salp population with random positions in the search space. 

Calculate the fitness function for each salp (search agent) to evaluate the quality of the 

solution. 

While stopping condition is not met (e.g., maximum iterations or acceptable solution): 

      For each salp in the population: 

            If the salp is a follower: 

            Update its position using the follower equation (Equation 2.17). 

            End If 

     End For 

Adjust the salp positions to ensure they are within the lower and upper variable bounds. 

Re-check the feasibility of solutions to maintain valid candidate solutions. 

      x = x + 1      

The variable 'x' in this context represents the position of a salp in the search space, which is 

updated iteratively to minimize or maximize the fitness function. 

End While 

Return the optimal solution (the best-performing salp). 

End Procedure 

Step 4: Feasibility re-evaluation:  
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The feasibility is recomputed depending on the fitness value, therefore if new 

solution generated is found to be better when compared to the prior one, the new 

solution replaces the old one.  

Step 5: Termination:  

The procedure is kept reiterated until the finest solution is attained while 

classifying tumor. Algorithm 2.1 depicts pseudo-code of the introduced technique.  

2.3.3 Feature extraction with CNN features 

Once segmentation is performed, features are extracted for acquiring the 

necessary features based on the CNN features, which certifies effective recognition 

of brain tumor. The segmented image R is forwarded to the feature extraction phase 

for performing the effective mining of feature. The following subsections explains 

the feature extraction process used in this work. 

(a) CNN features:  

CNN refers to a multi-layered network that is utilized in detection of the intricate 

feature that are present in the pre-processed image. CNN architecture comprises 

convolutional (Conv) layers, pooling (POOL) layers, as well as Fully Connected 

(FC) layers, and every layer has its own function. The initial layer is the convolution 

layer that is made use of in extraction of vital features existing in the pre-processed 

image and produces the relationship among the image features and the pixel values. 

The pre-processed image  taken as input and the convolutional layer extracts the 

CNN features. Thus, the CNN features refer to the features mined from the 

preliminary convolutional layer and are expressed by 1f  with dimension [1 × 256]. 

Figure 2.2 portrays the CNN feature mined using the convolutional layer.  

Thus, the feature vector attained in the feature extraction phase can be 

represented by,  

 pmDD m  1;                  (2.11) 
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Figure 2.2: CNN feature extraction 

2.3.4 Brain tumor classification with the developed Salp Water Optimization-

based Deep Belief Network 

The brain tumor classification with the developed SWO-based DBN is presented 

in this section, and the detection is performed with the help of a feature vector 

containing mined features. The extracted features are applied to DBN [82] for 

classification, and the training is done through SWO. The main intention of the 

introduced SWO is to categorize the regions of the tumor in the input image using 

the extracted features. The developed SWO is the integration of WWO in SSA. The 

SSA [73] is inspired by the dynamic foraging behavior of squirrels and it plays an 

efficient role in locomotion, which is said to be gliding. The squirrel’s behavior is 

mathematically formulated by considering food search features. However, the global 

best solutions are achieved by the SSA with improved convergence.  

SSA is highly consistent and precise and it delivers efficient solution for real-

time problems. Meanwhile, WWO [70] is motivated by the waves which adapted 

three wave-enabled operators with refraction, propagation, and breaking for 

enhancing the high-dimensional solution space of the optimization issue. Thus, the 

method attains the trade-off among exploration and exploitation. Additionally, the 

technique boosts up the convergence speed in addition to maximization of the 

solution, and achieved enhanced balance among the exploration and exploitation. 

Therefore, the integration of WWO and SSA is made to maximize the general 

performance of the algorithm. The structure of DBN and algorithmic procedure of 

the developed SWO are given as follows. 

(a) Structure of Deep Belief Network 

The feature vector D attained from the feature extraction step are forwarded to 

classifier for achieving the brain tumor classification. The DBN [83] is the major 
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portion of the Deep Neural Network (DNN) containing several different layers, like 

Multilayer Perceptron’s (MLPs) and Restricted Boltzmann Machines (RBMs). In 

addition, the RBMs are comprised of hidden as well as visible units that are 

interconnected with weights. However, MLPs are feed-forward networks, which 

consists of input, hidden, as well as output layers. In this case, networks with several 

layers are utilized to tackle any difficulties and hence, make the brain tumor 

segmentation and the classification effective. DBN avoids overfitting and improves 

model performance by enhancing the model generalization. Also, DBN has the 

advantage of being a generative model which generates samples depending on the 

features learned by the model through training. The DBN architecture is depicted in 

Figure 2.3. 

 

Figure 2.3: DBN classifier architecture 

The features generated with the CNN features are given as input to the visible 

layer, and the hidden layer of RBM-1 is expressed by, 

                                   qbDDDDD qb  1;,,,,, 111

2

1

1

1          (2.12) 
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1               (2.13) 

where, the 
thb visible neuron of RBM-1 is dented by 1

bD , number of hidden neurons is 

represented as g, the term 1

mH  refers to thm hidden neuron. Here, the visible and the 

hidden layer comprises of neurons wherein every neuron poses bias. If Y and Z
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indicates the biases in the hidden and the visible layer, then the RBM-1-layer biases 

are expressed as, 

 111
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1

1 ,,,,, qb YYYYY                 (2.14) 
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1 ,,,,, gm ZZZZZ                              (2.15) 

where, the term 1

bY signifies the bias of thb visible neurons, and 1

mZ signify the bias 

of thm hidden neurons. The weight vector for RBM-1 is characterized as, 

  gmqbmb  1;1;1

,

1              (2.16) 

where the weight among thb visible neurons and thm hidden neurons are represented
 

1

,mb . The bias and weights connected to every visible neuron is utilized to evaluate 

the hidden layer output from RBM-1, which is expressed by, 
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where the term represents activation function. Consequently, the output achieved 

from the RBM-1 is given by, 

  gmJJ m  1;11    (2.18) 

Then, the RBM-1output is subjected as input to the RBM-2 visible layer. 

Moreover, RBM-2-layer input is represented by .2D Likewise, the RBM-2 hidden 

layer is represented by 2H . The RBM-2 weight vector is denoted as 2 , and thm

hidden neuron output is expressed as 2

mH , and bias connected to thm hidden neuron is

2

mZ . Hence, the result generated by the hidden layer is denoted by .2H  

The output of the RBM-2 hidden layers is fed to the input MLP layer, given by, 

                                 gmJGGGGG mcm  1;,,,,, 2

21           (2.19) 

Here, m represents the total count of neurons in the input layer. The hidden layer 

MLP can be represented by the following expression, 
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  ESAAAAA ES  1;,,,,, 21     (2.20) 

Here, E represents the overall hidden neurons. Consider Sd be bias of the 

hidden neuron S , with Es ,,2,1  . MLPs output layer is expressed by, 

  CLBBBBB CL  1;,,,,, 21     (2.21) 

where C represents overall neurons existing in output layer. Here, the MLP took two 

weight vectors; the weight vector available connecting the input and the hidden layer, 

and remaining among hidden, and the output layer. Consider  be weight vector 

among the input layer and the hidden layer, expressed as, 

  ESgmmS  1;1;     (2.22) 

where mS
reference to the weight among neurons m and hidden neurons S . The 

hidden layer output is represented by, 

S
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,     (2.23) 

where the term SA refers to S input layer of MLP.  represent the weights among 

hidden as well as output layer, and is given by the following, 

  CLESSL  1;1;     (2.24) 

Hence, the output vector is estimated with the weights  and the following 

equation gives the output of the hidden layer, 





E

S

mSLu A
1

      (2.25) 

where the  SL
reference to weight between hidden neuron S  as well as output neuron

L  and the output of the hidden layer is represented by mA .  

(b) Training of DBN using Salp Water Optimization 

The tuning of DBN [30] is done based on the introduced SWO algorithm for 

determining the optimal weights to tune DBN classifier used in the classification of 
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the brain tumor. The optimal weights are introduced based on SWO algorithm to 

tune DBN for deriving optimal outputs while classifying brain tumor. The brain 

tumor classification considers the introduced SWO-enabled DBN for input image 

classification and deals with a new input image that is arrived from distributed 

sources. A brief explanation about the tuning process of the devised SWO is given in 

section 2.3.2. 

(c) The hyperparameters used in the network for training are: 

 

  Batch Size: The batch sizes used were 100, 200, 300, and 400.  

  Hidden Neurons: Hidden neuron counts of 50, 100, 150, and 200 were tested. 

2.4 Results and discussion 

The results of the created SegNet+ SWO-based DBN classifier utilized for 

classifying brain tumor is elaborated and discussed in detail in this section. The 

dataset used in the proposed method is, multimodal brain tumor segmentation 

challenge, i.e. BRATS 2018 dataset [82]. In this dataset, every patient’s image is 

collected from four modalities, which include T1C, T1, FLAIR, and T2. Here, every 

modality consists of 130 to 176 brain slices, which is considered for the analysis. 

Totally, 10 sets of images are employed for the analysis, from that FLAIR images are 

considered for brain tumor segmentation and classification. By following a similar 

annotation protocol, all the imaging datasets are segmented manually with one to 

four raters. Annotations have the peritumoral edema (ED - label 2), GD-enhancing 

tumor (ET - label 4), and the necrotic and non-enhancing tumor core (NCR/NET - 

label 1). BRATS 2020 dataset [83] uses MRI images on segmentation for brain 

tumor classification. It focuses on the overall survival prediction of the patient and 

evaluates an algorithmic uncertainty in the segmentation of tumors. 

2.4.1 Evaluation metrics  

The performance of the developed SegNet +SWO-based DBN is evaluated using 

three metrics, like specificity, accuracy, and sensitivity. 

(a) Accuracy: The accuracy is defined to measure the closeness degree of an 

estimated value related to their raw value in optimal brain tumor classification, and it 

is expressed by [62], 
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                                   (2.26)
 

where
p refer to true positive,

p refer to false positive, n indicates true negative, 

and n  represents false negative, respectively.  

(b) Sensitivity: It is utilized to measure the ratio of positives that are identified 

correctly by the classifier, and is expressed by [62], 

            
  

         (2.27)
 

(c) Specificity: It is defined as the ratio of negatives that are identified correctly by 

the classifier and is illustrated as [62], 

            
  

         (2.28) 

(d) Receiver Operating Characteristics (ROC) curve: ROC is the graphical 

representation of the relationship existing between true positive rate (TPR) and false 

positive rate (FPR), and it is the measure that pictures the performance of the system. 

2.4.2 Simulation results 

Figure 2.4 illustrates the experimental outputs of the proposed SegNet+ SWO-

based DBN. Figure 2.4 (a) represents the input image taken from BRATS 2018 

dataset. Here, the set of images are said to be cases. From the set of cases, four 

images are available, and are taken as the input image for brain tumor segmentation 

and classification, and Figure 2.4 (b) depicts ground truth image. Figure 2.4 (c) 

shows the segmented output image using SegNet.  

Figure 2.5 shows the experimental outputs of the proposed SegNet+ SWO-based 

DBN using BRATS 2020 dataset [83]. Figure 2.5 (a) represents the input image 

taken from BRATS 2020 dataset. Here, the set of images are said to be cases. From 

the set of cases, four images are available, and are taken as the input image for brain 

tumor segmentation and classification, and figure 2.5 (b) reveals the ground truth 

image. Figure 2.5 (c) depicts the segmented output image using SegNet. 
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(a) (b) (c) 

Figure 2.4: Experimental results using BRATS dataset 2018, (a) input image, (b) ground truth 

image, and (c) segmented output image 

 



38 
 

   

   

   

   

(a) (b) (c) 

Figure 2.5: Experimental results using BRATS dataset 2018, (a) input image, (b) ground truth 

image, and (c) segmented output image 
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2.4.3 Performance analysis using dataset 2018  

This section presents the analysis of the developed model using the BRATS 

2018 dataset, analyzed through varying the number of hidden neurons, and batch 

size. The analysis is done based on metrics. 

a)  Analysis using hidden neurons 

The analysis of the developed model with different hidden neurons is depicted in 

Figure 2.6. The analysis concerning specificity metric by varying the training data 

percentage is shown in Figure 2.6 (a). When training data = 90%, specificity values 

of proposed model with hidden neurons 50, 100, 150, and 200 are 0.862, 0.858, 

0.874, and 0.892. Figure 2.6 (b) portrays the performance analysis of accuracy. 

When training data=90%, the accuracy value measured by SegNet+SWO-based 

DBN with hidden neuron 50 is 0.888, SegNet+ SWO-based DBN with hidden 

neuron 100 is 0.884, SegNet+ SWO-based DBN with hidden neuron150 is 0.896, 

and SegNet +SWO-based DBN with hidden neuron 200 is 0.917. The analysis based 

on sensitivity metrics with different training data percentages is shown in Figure 2.6 

(c). When 90% of training data is considered, the sensitivity values of the proposed 

model with hidden neurons 50, 100, 150, and 200 are 0.900, 0.881, 0.915, and 0.942. 

 

(a) 
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(b) 

 
(c) 

Figure 2.6: Performance analysis with hidden neurons (a) specificity, (b) accuracy, (c) sensitivity 
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(b) Analysis using a batch size 

The analysis of the developed model with the different batch sizes is depicted in 

Figure 2.7. The analysis for specificity metric with different training data percentages 

is illustrated in Figure 2.7 (a). When training data = 90%, the specificity values of 

proposed model with batch sizes100, 200, 300, and 400 are 0.867, 0.833, 0.793, and 

0.759. Figure 2.7(b) portrays the performance analysis of accuracy. When training 

data=90%, the accuracy value measured by SegNet +SWO-based DBN with batch 

size100 is 0.946, SegNet +SWO-based DBN with batch size 200 is 0.890, SegNet 

+SWO-based DBN with batch size 300 is 0.862, and SegNet +SWO-based DBN 

with batch size 400 is 0.817. The analysis based on sensitivity metrics with different 

training data percentages is depicted in figure 2.7 (c). When 90% of training data is 

considered, the sensitivity values of the proposed model with batch sizes 100, 200, 

300, and 400 are 0.915, 0.847, 0.692, and 0.595. 

 

(a) 
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(b) 

 
(c) 

Figure 2.7: Performance analysis with batch size (a) specificity, (b) accuracy, (c) sensitivity 
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2.4.4 Performance analysis using BRATS 2020 dataset [83] 

This section presents the analysis of the developed model using the dataset 2020 

by changing the number of hidden neurons, and batch size. The analysis is done 

based on metrics. 

(a) Analysis using hidden neurons 

The analysis of the developed model using BRATS dataset 2020 with different 

hidden neurons is depicted in Figure 2.8. The analysis for specificity by varying the 

training data percentage is shown in revealed Figure 2.8 (a). When training 

data=90%, specificity values of proposed model with hidden neurons 50, 100, 150, 

and 200 are 0.833, 0.838, 0.860, and 0.885. Figure 2.8 (b) portrays the performance 

analysis of accuracy. When training data=90%, the accuracy value measured by 

SegNet + SWO-based DBN with hidden neuron 50 is 0.852, SegNet+ SWO-based 

DBN with hidden neuron 100 is 0.885, SegNet+ SWO-based DBN with hidden 

neuron150 is 0.887, and SegNet +SWO-based DBN with hidden neuron 200 is 

0.890. The analysis based on sensitivity metrics with different training data 

percentages is shown in Figure 2.8 (c). When 90% of training data is considered, the 

sensitivity values of the proposed model with hidden neurons 50, 100, 150, and 200 

are 0.868, 0.878, 0.880, and 0.913. 
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(a) 

 

(b) 
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(c) 

Figure 2.8: Performance analysis with hidden neurons (a) specificity, (b) accuracy, (c) sensitivity 

 

 

(b) Analysis using a batch size 

The analysis of the developed model using the BRATS 2020 dataset with 

different batch sizes is shown in Figure 2.9. The analysis for specificity metric with 

different training data percentages is illustrated in Figure 2.9 (a). When training 

data=90%, the specificity values of proposed model with batch sizes 100, 200, 300, 

and 400 are 0.864, 0.798, 0.784, and 0.730. Figure 2.9 (b) portrays the performance 

analysis of accuracy. When training data=90%, the accuracy value measured by 

SegNet +SWO-based DBN with batch size 100 is 0.941, SegNet +SWO-based DBN 

with batch size 200 is 0.871, SegNet +SWO-based DBN with batch size 300 is 

0.838, and SegNet +SWO-based DBN with batch size 400 is 0.786. The analysis 

based on sensitivity metrics with different training data percentages is depicted in 

Figure 2.9 (c). When 90% of training data is considered, the sensitivity values of the 

proposed model with batch sizes 100, 200, 300, and 400 are 0.906, 0.802, 0.671, and 

0.563. 
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(a) 

 
(b) 
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(c) 

Figure 2.9: Performance analysis with batch size (a) specificity, (b) accuracy, (c) sensitivity 

2.4.5 Comparative methods 

The performance of the developed approach is evaluated by comparing the 

developed with existing methods, such as FCNN+CRF+DBN [50], Deep learning+ 

DBN [51], Bayesian fuzzy+ DBN [62], and Deep CNN+DBN [54], respectively. 

2.4.6 Comparative analysis using dataset 2018 

This section describes the comparative analysis of the developed SegNet +SWO-

based DBN approach based on performance metrics with different training data 

percentages using dataset 2018 [82].  

(a) Analysis using segmentation  

The analysis of methods using segmentation accuracy parameter is deliberated in 

Figure 2.10. In Figure 2.10 (a) the Dice coefficient for various cases is revealed. 

Here, the cases denote the total number of images. When image = 2, the Dice 

coefficient of methods computed by FCNN+CRF, Deep learning, Bayesian fuzzy, 

Deep CNN, and proposed SegNet are 0.660, 0.690, 0.686, 0.758, and 0.860. Figure 

2.10 (b) shows the segmentation accuracy of the method using dataset 2018. When 

image = 2, the segmentation accuracy of methods computed by FCNN+CRF, Deep 
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learning, Bayesian fuzzy, Deep CNN, and proposed SegNet are 0.834, 0.956, 0.835, 

0.883, and 0.965.  

 
(a) 

 
(b) 

Figure 2.10: Analysis of methods for Dataset 2018 using (a) dice coefficient, (b) segmentation 

accuracy 
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The segmentation accuracy in a tabular form using the BRATS 2018 dataset for 

the proposed method and existing methods are given in below Table 2.1. 

Table 2.1 Segmentation accuracy using the proposed method and existing methods for BRATS 

2018 dataset 

 
FCNN+ CRF 

[50] 

Deep Learning 

[51] 

Bayesian Fuzzy 

[62] 

DeepCNN 

[54] 

Proposed 

SegNet 

Image 1 0.928 0.852 0.921 0.891 0.944 

Image 2 0.834 0.956 0.835 0.883 0.965 

Image 3 0.868 0.948 0.847 0.937 0.964 

Image 4 0.836 0.897 0.941 0.957 0.960 

Image 5 0.856 0.925 0.918 0.843 0.942 

Image 6 0.936 0.849 0.898 0.843 0.945 

Image 7 0.892 0.927 0.889 0.868 0.934 

Image 8 0.906 0.884 0.874 0.920 0.958 

Image 9 0.963 0.929 0.921 0.940 0.964 

Image 10 0.935 0.964 0.853 0.834 0.965 

Image 11 0.781 0.857 0.829 0.865 0.872 

Image 12 0.797 0.857 0.818 0.874 0.915 

Methods 
FCNN+ CRF 

[50] 

Deep Learning 

[51] 

Bayesian Fuzzy        

[62] 

DeepCNN 

[54] 

Proposed 

SegNet 

Image 13 0.759 0.864 0.842 0.897 0.923 

Image 14 0.761 0.851 0.833 0.887 0.918 

Image 15 0.753 0.805 0.797 0.842 0.869 

(b) Analysis using training data 

Figure 2.11 illustrates the analysis of methods with different training data 

considering specificity, accuracy, and sensitivity parameters. The analysis of 

methods using specificity parameter is deliberated in Figure 2.11 (a). When training 

data=90%, the specificity of methods measured by FCNN+CRF+DBN, Deep 

learning+ DBN, Bayesian fuzzy + DBN, Deep CNN+DBN, and proposed SegNet 

+SWO-based DBN are 0.86, 0.86, 0.823, 0.836, and 0.880. The analysis of methods 

based on accuracy is deliberated in Figure 2.11 (b). When training data=90%, the 

accuracy of methods measured by FCNN+CRF+DBN, Deep learning+ DBN, 

Bayesian fuzzy+ DBN, Deep CNN+DBN, and proposed SegNet +SWO-based DBN 

are 0.920, 0.913, 0.906, 0.903, and 0.933. The analysis of methods using sensitivity 
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parameters is deliberated in Figure 2.11 (c). When training data=90%, the sensitivity 

of methods measured by FCNN+CRF+DBN, Deep learning+ DBN, Bayesian fuzzy+ 

DBN, Deep CNN+DBN, and proposed SegNet +SWO-based DBN are 0.746, 0.881, 

0.823, 0.712, and 0.938. Figure 2.11 (d) illustrates the ROC of developed SegNet 

+SWO-based DBN for brain tumor segmentation and classification. For a minimal of 

0.1 as FPR, the TPR obtained by the methods, FCNN+CRF+DBN, Deep learning+ 

DBN, Bayesian fuzzy+ DBN, Deep CNN+DBN, and proposed SegNet +SWO-based 

DBN is 0.453, 0.575, 0.764, 0.767, and 0.776, respectively.  

 

(a) 
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(b) 

 

(c) 
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(d) 

Figure 2.11: Analysis of methods considering training data (a) specificity, (b) accuracy, (c) 

sensitivity, and (d) ROC (FPR vs TPR) 

 

2.4.7 Comparative analysis using dataset 2020 [83] 

This section shows the comparative analysis of the developed SegNet +SWO-

based DBN approach using dataset 2020 based on performance metrics with different 

training data percentages.  

(a) Analysis using segmentation  

The analysis of methods for dataset 2020 using segmentation is deliberated in 

Figure 2.12. In Figure 2.12 (a) the Dice coefficient for different images is revealed. 

When image = 2, the Dice coefficient of methods computed by FCNN+CRF, Deep 

learning, Bayesian fuzzy, Deep CNN, and proposed SegNet are 0.658, 0.764, 0.695, 

0.792, and 0.857. Figure 2.12 (b) shows the segmentation accuracy of the method 

using dataset 2020. When image = 2, the segmentation accuracy of methods 

computed by FCNN+CRF, Deep learning, Bayesian fuzzy, Deep CNN, and proposed 

SegNet are 0.857, 0.926, 0.858, 0.926, and 0.958. 
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(a) 

 

(b) 

Figure 2.12:  Analysis of methods for Dataset 2020 using (a) dice coefficient, (b) Segmentation 

accuracy 
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The segmentation accuracy in a tabular form using the BRATS 2020 dataset for 

the proposed method and existing methods are given in below Table 2.2. 

Table 2.2: Segmentation accuracy using the proposed method and existing methods for BRATS 

2020 dataset 

 
FCNN+ CRF 

[50] 

Deep Learning 

[51] 

Bayesian Fuzzy 

[62] 

Deep CNN 

[54] 

Proposed 

SegNet 

Image 1 0.812 0.866 0.815 0.881 0.936 

Image 2 0.857 0.926 0.858 0.926 0.958 

Image 3 0.818 0.850 0.850 0.895 0.946 

Image 4 0.804 0.876 0.820 0.917 0.952 

Image 5 0.828 0.872 0.838 0.946 0.957 

Image 6 0.865 0.901 0.884 0.908 0.930 

Image 7 0.814 0.929 0.824 0.945 0.954 

Image 8 0.803 0.862 0.848 0.947 0.952 

Image 9 0.804 0.852 0.827 0.853 0.915 

Image 10 0.824 0.871 0.850 0.916 0.925 

Image 11 0.828 0.849 0.845 0.872 0.873 

 
FCNN+ CRF 

[50] 

Deep Learning 

[51] 

Bayesian Fuzzy 

[62] 

Deep CNN 

[54] 

Proposed 

SegNet 

Image 12 0.808 0.840 0.813 0.847 0.876 

Image 13 0.801 0.824 0.810 0.870 0.874 

Image 14 0.891 0.913 0.899 0.915 0.949 

Image 15 0.820 0.850 0.825 0.934 0.959 

(b) Analysis using training data 

Figure 2.13 illustrates the analysis of methods using dataset 2020 with different 

training data considering specificity, accuracy, and sensitivity parameters. The 

analysis of methods using specificity parameter is deliberated in Figure 2.13 (a). 

When training data = 90%, the specificity of methods measured by 

FCNN+CRF+DBN, Deep learning+ DBN, Bayesian fuzzy+DBN, Deep CNN+DBN, 

and proposed SegNet +SWO-based DBN are 0.816, 0.824, 0.820, 0.845, and 0.853. 

The analysis of methods based on accuracy is deliberated in Figure 2.13 (b). When 

training data=90%, the accuracy of methods measured by FCNN+CRF+DBN, Deep 

learning+ DBN, Bayesian fuzzy+ DBN, Deep CNN+DBN, and proposed SegNet 

+SWO-based DBN are 0.875, 0.886, 0.882, 0.901, and 0.921. The analysis of 
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methods using sensitivity parameters is deliberated in Figure 2.13 (c). When training 

data = 90%, the sensitivity of methods measured by FCNN+CRF+DBN, Deep 

learning+ DBN, Bayesian fuzzy+ DBN, Deep CNN+DBN, and proposed SegNet 

+SWO-based DBN are 0.675, 0.809, 0.720, 0.880, and 0.928. Figure 2.13 (d) 

illustrates the ROC of developed SegNet +SWO-based DBN for brain tumor 

segmentation and classification. For a minimal of 0.1 as FPR, the TPR obtained by 

the methods, FCNN+CRF+DBN, Deep learning+ DBN, Bayesian fuzzy+ DBN, 

Deep CNN+DBN, and proposed SegNet +SWO-based DBN is 0.421, 0.544, 0.730, 

0.735, and 0.744, respectively.  

 

(a) 
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(b) 

 

(c) 
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(d) 

Figure 2.13: Analysis of methods using dataset 2020 considering training data (a) specificity, (b) 

accuracy, (c) sensitivity, and (d) ROC 

2.4.8 Comparative discussion 

Table 2.3 illustrates the comparative discussion using segmentation accuracy 

and dice coefficient parameters by varying the images. The maximal segmentation 

accuracy attained by the developed SegNet with the value of 0.965 and dice 

coefficient of 0.804, whereas the specificity of existing FCNN+CRF+DBN, Deep 

learning+ DBN, Bayesian fuzzy+ DBN, and Deep CNN+DBN is 0.935, 0.964, 

0.853, and 0.834 for segmentation accuracy and 0.557, 0.640, 0.613, and 0.761 for 

dice coefficient. 

Table 2.3: Comparative discussion for segmentation 

Dataset Variation Metrics 

FCNN + 

CRF 

[50] 

Deep 

learning 

[51] 

Bayesian 

fuzzy      

[62] 

Deep CNN 

[54] 

Proposed 

SegNet 

Dataset 

2018 
Images 

Segmentation 

accuracy 
0.935 0.964 0.853 0.834 0.965 

Dice 

coefficient 
0.557 0.640 0.613 0.761 0.804 

 

Dataset 

2020 

Images 

Segmentation 

accuracy 
0.815 0.876 0.860 0.906 0.957 

Dice 

coefficient 
0.684 0.709 0.702 0.761 0.711 
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Table 2.4 elaborates the analysis of maximum performance attained by the 

methods by varying the training data percentage considering performance metrics. 

The maximal specificity attained by the developed SegNet +SWO-based DBN with 

the value of 0.880, whereas the specificity of existing FCNN+CRF+DBN, Deep 

learning+ DBN, Bayesian fuzzy+ DBN, and Deep CNN+ DBN are 0.86, 0.86, 0.823, 

and 0.836. The maximal accuracy computed by proposed SegNet +SWO-based DBN 

with a value of 0.933, whereas the accuracy of existing FCNN+CRF+DBN, Deep 

learning+ DBN, Bayesian fuzzy+ DBN, and Deep CNN+DBN is 0.920, 0.913, 

0.906, and 0.903. In addition, the maximal sensitivity value measured by SegNet 

+SWO-based DBN is 0.938, whereas the existing FCNN+CRF+DBN, Deep 

learning+ DBN, Bayesian fuzzy+ DBN, and Deep CNN + DBN are 0.746, 0.881, 

0.823, and 0.712, for dataset 2018. By using dataset 2020, the specificity of the 

developed SegNet +SWO-based DBN is about 0.853, whereas the specificity of 

existing FCNN+CRF+DBN, Deep learning+ DBN, Bayesian fuzzy+ DBN, and Deep 

CNN+ DBN are 0.816, 0.824, 0.820, and 0.845.  The maximum sensitivity and 

accuracy of the developed SegNet +SWO-based DBN is 0.928 and 0.921, whereas 

for the existing FCNN+CRF+DBN, Deep learning+ DBN, Bayesian fuzzy+ DBN, 

and Deep CNN+DBN the accuracy and sensitivity is about 0.875, 0.886, 0.882, 

0.901 and 0.675, 0.809, 0.720, 0.880 respectively. 

Table 2.4: Comparative discussion based on training data percentage 

Datasets Variation Metrics 

FCNN+ 

CRF 

[50] 

Deep 

Learning +DBN  

[51] 

Bayesian 

fuzzy  

[62] 

Deep 

CNN 

[54] 

Proposed 

SegNet +  

SWO 

Dataset 

2018 

Training data 

percentage 

Specificity 0.860 0.860 0.823 0.836 0.880 

Accuracy 0.920 0.913 0.906 0.903 0.933 

Sensitivity 0.746 0.881 0.823 0.712 0.938 

Dataset 

2020 

Training data 

percentage 

Specificity 0.816 0.824 0.820 0.845 0.853 

Accuracy 0.875 0.886 0.882 0.901 0.921 

Sensitivity 0.675 0.809 0.720 0.880 0.928 
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Figure 2.14: Comparative plot of classification accuracy of different methods  

Table 2.5 gives the analysis of performance attained by the methods. The 

maximal accuracy computed by proposed SegNet +SWO-based DBN with a value of 

0.933, whereas the accuracy of existing FCNN+CRF+DBN, Deep learning+ DBN, 

Bayesian fuzzy+ DBN, Deep CNN+DBN and grid search is 0.920, 0.913, 0.906, 

0.903 and 0.926. Thus, the implemented method outperformance all other 

classification methods specifically the grid search algorithm [153]. The same is 

drawn in Figure 2.14. 

Table 2.5: Comparative discussion of classification accuracy  

Metrics 

FCNN+ 

CRF 

[50] 

Deep 

Learning +DBN  

[51] 

Bayesian 

fuzzy  

[62] 

Deep 

CNN 

[54] 

Grid 

search 

[153] 

Proposed 

SegNet +  

SWO 

Accuracy 0.920 0.913 0.906 0.903 0.926 0.933 

2.5. Summary 

The brain tumor classification is performed using DBN, which aims at 

improving the detection performance. The classical methods of automatic brain 

tumor classification using the DNN reveal poor performance with the presence of 

unwanted data, which is tackled based on the developed brain tumor classification 

method. In the proposed method, SWO trains the classifier, deriving optimal weights. 

Here, pre-processing is initially done by the input image to remove the artifacts and 

noise contained in the image. In addition, the SegNet is introduced for the 
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segmentation for generating the segments based on the pre-processed image. Here, 

the SegNet is modified using the proposed SWO. Once the segmentation is done, the 

feature extraction is carried out using CNN features. Finally, the extracted features 

are induced by DBN for determining the core, edema, benign, and malignant regions. 

The training of DBN is performed by the proposed SWO algorithm, which is newly 

designed by combining WWO and SSA.  

The performance of the technique heavily relies on the quality and quantity of 

the training data, and its effectiveness may vary when applied to datasets with 

different characteristics or from diverse populations. Data dependency is a critical 

factor to consider when evaluating the effectiveness of the SWO-based DBN 

technique for brain tumor classification. The accuracy and reliability of the training 

data significantly influence the performance of the technique. High-quality data, free 

from errors or inconsistencies in tumor annotations, allows the model to learn 

meaningful patterns and features, leading to more accurate classification results. 

Data availability statement 

The data underlying this article are available in BRATS 2018 dataset and BraTS 

2020 dataset at “https://www.med.upenn.edu/sbia/brats2018/data.html”, and 

https://www.med.upenn.edu/cbica/brats2020/. 

 

https://www.med.upenn.edu/cbica/brats2020/
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CHAPTER 

3 
Enhanced Brain Tumor Recognition with                                                                                                        

Adam-based Techniques for Clinical Diagnosis      

 

3.1 Introduction  

A brain tumor (BT) is a growth of tissue that is organized by a gradual 

accumulation of anomalous cells and it is significant to segment and classify the BT 

from the magnetic resonance imaging (MRI) for treatment. Generally, the brain 

contains billions of active cells that makes the classification process difficult. 

Globally, 150 kinds of BT exist from which the benign and malignant are important. 

Benign cancer produces within the brain, whereas the malignant cancer that produces 

the outer side of brain [84]. Furthermore, the grading of BT helps to improve the 

lifespan of people. The manual detection of BT is complex and inaccurate, hence, to 

address the problem of manual detection, automated computerized techniques have 

been introduced [85]. Based on the machine learning and deep learning techniques, 

the researcher does not require advice from surgical experts to detect the tumor [86]. 

Recently, the deep neural network has been modelled to segment and classify the BT 

from the image [87]. Another technique used for classifying BT is a fully automated 

Convolutional neural network (CNN) model for making accurate and quick decision 

by the researcher. Moreover, the researchers have been introduced the automated and 

efficient BT classification system based on the machine learning approaches. 

Though, attaining high accuracy is the main challenge in classifying the brain image 

due to the vagueness [88].  

This level of accuracy is crucial for accurately identifying and localizing tumor 

boundaries [89], which is essential for treatment planning and monitoring disease 

progression. Accurate segmentation and classification of brain tumors enable 

clinicians to precisely identify the location, size, and characteristics of the tumor 

[90]. This information is essential for determining the most appropriate treatment 
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approach, whether it involves surgery, radiation therapy, chemotherapy, or a 

combination of modalities [91].  

This chapter invents the novel BT segmentation and classification techniques 

using Adam Sewing Training Based Optimization with the UNet++ 

(AdamSTBO+UNet++) and Adam Salp Water Wave Optimization with the Deep 

Convolutional Neural Network (AdamSWO-DCNN) algorithm. 

AdamSTBO+UNet++ performs the segmentation task, and AdamSWO-DCNN 

performs the classification task. 

The key contributions in this chapter are, 

 Proposed AdamSTBO_UNet++ for BT segmentation: The BT segmentation in 

this chapter is formulated by UNet++ and its weight is optimally tuned by the 

Adam STBO algorithm, which is the incorporation of Adam optimizer with the 

STBO algorithm.  

 Proposed AdamSWO_DCNN for BT classification: The BT classification is 

carried out by the DCNN in which its weight is trained by the AdamSWO 

algorithm, which is formulated by the combination of Adam optimizer with the 

SWO algorithm. In addition, SWO is formed by the integration of 

SalpSwarm Algorithm (SSA) and Water Wave Optimization (WWO).  

This chapter is organized as follows: The challenges are explained in section 3.2, 

AdamSTBO_UNet++ and AdamSWO_DCNN is exhibited in section 3.3, the 

graphical result obtained by the experimentation is provided in section 3.4 and the 

final findings and summary is given in section 3.5. 

3.2 Challenges 

The problems which are solved by the AdamSWO_DCNN for BT segmentation 

and classification is explained below, 

(i) The main challenge of DCNN in is to utilize the excess layers or regularization 

strategies with small image dataset for performing the BT classification.  

(ii) The accurate segmentation of BT from the large amount of MRI is challenging 

and time consuming. Moreover, the spatial and structural changeability among 
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BT to segment the MRI image is challenging.  

(iii) Reducing computation time in segmentation tasks, especially those involving 

deep learning techniques, is indeed a common challenge.  

(iv) Despite the introduction of Bayesian fuzzy clustering for BT segmentation, its 

prolonged training time posed a hurdle. Despite attempts to enhance accuracy 

through the utilization of multiple classifiers, this challenge persists for the 

proposed method.  

3.3 Proposed Adam SWO-DCNN for BT segmentation and classification 

This chapter introduces the novel BT classification technique for classifying the 

MRI image into the four types of tumors, such as edema, core tumor, benign and 

malignant. In this chapter, BT is segmented and classified by the deep learning 

model with the optimization technique. For that, the input image is collected from the 

dataset and the available image noise is cleaned by the bilateral filter [92]. After that, 

BT is segmented using U-Net++ [93], which is trained by the AdamSTBO that is 

formed by the integration of Adam optimizer together with the STBO algorithm [94]. 

After the segmentation, the significant features, such as CNN [95], Local optimal 

oriented pattern (LOOP) [96], Local gradient pattern (LGP), pyramid histogram of 

oriented gradients (PHOG) [97] and Gray-level co-occurrence matrix (GLCM) [98] 

are extracted. Finally, the BT classification is carried out using DCNN [99], which is 

trained by AdamSWO.In addition, the AdamSWO is the assimilation of Adam 

optimizer and SWO. Besides, the process flow diagram of AdamSWO for BT 

classification is given in Figure 3.1.  

3.3.1 Image acquisition 

Let us assume the MRI image dataset B , which contains the y number of input 

images, and is formulated as, 

 1 2, ,..., ,...,k yB B B B B                                                (3.1) 

Here, y is the total number of input images and kB specifies the thk input images. 
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3.3.2 Image pre-processing 

The pre-processing is performed simultaneously after acquiring the input image 

from the dataset since the acquired image may contains some noises. In order to filter 

this, the bilateral filtering [92] is applied to the input image kB  to eliminate the noise 

from the gathered image. The bilateral filtering is a non-linear filter, which processes 

the local image information, such as spatial position information and pixel value 

information for cleaning the image. Besides, it preserves the edges of an image by 

substituting the weighted mean of nearest pixel value on the place of noise pixel. 

This is expressed as [92], 

   
1

, ,f k m k

kp

B U u k U u k B
U 

                                         (3.2) 

where, 
fB specifies the filtered image, kB specifies the input of bilateral filter, 

indicates the neighborhood pixel, 
pU specifies the normalization coefficient and the 

spatial and  range kernel is denoted as kU  and mU . 

 

Figure 3.1: Block diagram of Adam SWO-DCNN for BT classification 
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3.3.3 BT segmentation using Unet++ 

The processing step after the pre-processing is BT segmentation, wherein the BT 

segmentation is completed by the UNet++ model. UNet model is the improved 

version of UNet++ model that considers the input 
fB  for BT segmentation. The 

segmentation using UNet++ model affords the improved accuracy rate than the other 

existing segmentation methods since the other methods reduced the image quality 

while processing.  

(a) Design of UNet++  

UNet++ is the segmentation network d in this chapter in which its function is to 

segment the BT from the pre-processed image. It is similar to the UNet but the 

UNet++ model provides the changes in skip connections between encoder and 

decoder. Here, the feature map of encoder part is similar to the feature map of 

decoder part and these two parts are linked through the skip connections. Thus, the 

skip connections are responsible for maintaining the information between both sides 

by consolidating the feature maps of encoder before joining them to the decoder’s 

feature map. 

 

Figure 3.2: Structure of UNet++ 

In addition, the UNet++ model has to handle and receive the feature map of 

dissimilar scale in the decoder part. Besides, the feature map of encoder and feature 

map of decoder part is interlinked with one other through the skip connections. 



65 

 

Figure 3.2 shows the design of UNet++ model that produces the segmented output as 

sQ . In Figure 3.2, pale bluish box characterizes the conv layer, dark bluish box states 

the dropout layer, pale orange colored box states the max pooling layer, orange 

bordered box shows the upsampling layer, an orange rhombus box denotes the 

concatenation layer, orange colored rectangle box shows the seg feat layer, blue 

filled orange bordered box shows the reshape layer and blue colored semi-circle 

states the activation layer. 

(b) Training of UNet++ using AdamSTBO algorithm 

This chapter proposes the novel AdamSTBO algorithm for training the weight of 

UNet++.  In this chapter, the UNet++ model considers the segmented output sQ as an 

input for BT segmentation in order to improve the classification process. 

Furthermore, the weight constraints of UNet++ model is tuned by introducing the 

AdamSTBO algorithm, and the AdamSTBO algorithm is formed by applying Adam 

Optimizer with the updated location of STBO [94].  Adam optimizer is a gradient 

dependent optimization scheme in which its best position is track educing stochastic 

objective function. Also, this method is computationally efficient, easy to execute 

and consider small memory space.  Additionally, the hyper-parameters in this 

method require less tuning. In STBO, the mathematical modelling is designed in 

three phases, such as training instructor (TI) selection, training phase for sewing and 

practicing phase. In the training instructor selection phase, the trainee selects the 

training instructor based on their experience and sewing skills. In the training phase, 

the trainee copies the sewing strategies of trainer, and in the practicing phase, the 

new tailor practicing and improving the sewing skills based on the instruction of 

trainer. In order to design the new AdamSTBO algorithm, the Adam and 

AdamSTBO concept has to be combined. The algorithmic processes of AdamSTBO 

algorithm are explained as below.  

(c) Initialization 

The initialization step initializes the population members of AdamSTBO, such 

as training instructors and beginner tailors. In this method, the population members 

are represented in matrix form, which is given as, 
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1,1 1, 1,1

.1 , ,

,1 , .

r y

q q r q yq

V V r V yV V y V y

M M MM

M M MM M

M M MM
 

  
  
  
   
  
  
     

                       (3.3) 

Here, the population matrix is labelled as M , 
qM denotes the 

thq member of 

STBO, V specifies the population members of STBO and the problem variable count 

is indicates as y . Moreover, all population members are arbitrarily initialized by, 

 , . ; 1,2,..., , 1,2,.....,q r r r rM K g R K q V r y                       (3.4) 

Here, 
,q rM specifies the 

thr variable computed by 
thq member of STBO, g

specifies the random number, upper and lower bounds are signified as rK and rR . 

(d) Fitness computation 

The fitness function is computed to predict the best solution. In this section, the 

fitness function is evaluated using Mean squared Error (MSE) in which its minimum 

value is used as the final solution for BT segmentation. Thus, the expression 

becomes, 

 
2

*1 t

fit s sP Q Q
t

                                                    (3.5) 

Here, *

sQ specifies the expected output, sQ shows the classified output of 

UNet++ and t denotes the total sample count. 

(e) Training phase 

This phase is the modelling of training phase which involves two steps. For 

performing the training phase, the training instructors are initially selected by the 

trainee, and then they gather the sewing intelligence of training instructors. Here, the 

training instructor is selected based on the best objective function. Thus, the 

expression for selecting the probable training instructor is given by [62], 

    , , , 1,2,...,q s fit s fit s bestPTN M P P s V M                   (3.6) 
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Here, the probable training instructor at 
thq member in STBO is given by

qPTN . 

In this phase, the new location of population members in the first phase is portrayed 

as, 

 1

, , , , , ,

S

q r q r q r q r q r q rM M g TN N M                                          (3.7) 

The above equation can be modified into, 

      , , , , , ,1q r q r q r q r q r q rM w M w g TN N M w                                 (3.8) 

     , , , , , , ,1 . . .q r q r q r q r q r q r q rM w M w g TN g N M w                              (3.9) 

   , , , , , ,1 1 . .q r q r q r q r q r q rM w M w g N g TN                                   (3.10) 

Here, 
1

,

S

q rM denotes the population member at first phase. In order to progress the 

effectiveness of training phase, the Adam algorithm is applied with the present 

position of STBO algorithm. From Adam, 

   1 1 ( ) (1)q q

r rM w M w b w E                       (3.11) 

Substituting equation (3.11) in equation (3.10),  

    1

, , , , ,1 1 ( ) (1) 1 . .q

q r r q r q r q r q rM w M w b w E g N g TN                             

                                                                                                                               (3.12) 

Here,  , 1q rM w denotes the position of 
thq solution in 

thr dimension at 

iteration 1w ,   , 1q rM w specifies the position of 
thq solution in 

thr dimension at 

iteration 1w ,   specifies the parameter, 
,q rg denotes the random number between 

(0, 1), selected instructor is specified as TN and 
,q rN is indicated as random number 

values between  1,2 . 

This is the conclusive updated equation of AdamSTBO algorithm. After updating 

every position using equation (3.12), the new position is validated based on objective 

function, and optimal position is decided using the below formula,  
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  1

, , ,1 ,

,

S

q r fit q fit q

q

q

M w P P
M

M Else

  
 


                                  (3.13) 

Equation (3.12) is the final updated expression for AdamSTBO algorithm. 

(f) Duplicating instructor skills 

In this phase, the STBO members mimics the sewing characteristics of instructor 

in order to update the position. Thus, the new position of STBO members are 

formulated as, 

,2

,

,

q r qS

q r

q r

TN r SD
M

M Else


 


                                             (3.14) 

Here, 2P

rM denotes the random location of 
thr member in STBO and 

2

,

S

q rM

signifies the new locality of population member at second phase. After updating the 

position using equation (3.14), the old position is replaced by the new position based 

on objective function, and optimal position is decided using the below formula,  

2 2

, ,,

,

S S

q fit q fit q

q

q

M P P
M

M Else

 
 


                                         (3.15) 

Here, 
2

,

S

fit qP is the objective function of 
2S

qM . 

(g) Practicing phase 

In the practicing phase, the solution is updated based on simulating the beginner 

tailoring practices for improving the sewing skills. In order to calculate the new 

position, the new location encloses by each member is initially determined and the 

new position replaces the old position based on, 

3 3

, ,,

,

S S

q fit q fit q

q

q

M P P
M

M Else

 
 


                                    (3.16) 

Here, 
3S

qM is the computed new position based on older position and 
3

,

S

fit qP is the 

objective function. 
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(h) Re-evaluate feasibility 

The feasibility of each solution is evaluated after completing each iteration. 

Thus, the new position replaces the older position if the computed new position is 

better than the older one.  

(i) Termination 

All the above-mentioned processes are repetitive till the best solution is 

determined. The pseudocode of AdamSTBO is explained in Algorithm 3.1. 

Algorithm 3.1: Pseudocode of AdamSTBO 

Input: Population size, problem dimensions, upper and lower bounds 

Output: Optimal solution 

Initialization:  

 Initialize the population matrix ‘M’ with random values within the bounds. 

 Compute the fitness of each member using the Mean Squared Error (MSE). 

Training phase: 

 Select the training instructor and compute the new position 

Duplicating Instructor Skills: 

 Update the Optimiser (STBO) member’s position using equation (3.12) and (3.13) 

 Perform the instructor skill duplication by mimicking the sewing characteristics  

 Compute the 
qSD  

 Evaluate the new position of optimiser by using equation (3.14) 

 Renew the location of optimiser member by using objective function equation (3.15) 

Practicing Phase:  

 Update the salutation based on simulating the beginner tailoring practices.  

 Renew the location of 
thq member using equation (3.16) 

 End 

 Re-evaluate Feasibility: Replace old positions with new ones if they improve the fitness. 

Termination:  

 Repeat above steps until the stopping condition (e.g., max iterations or convergence) is met  

 Return the best solution. 

 End 
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Here, the introduced AdamSTBO is developed by the integration of Adam 

optimizer and STBO algorithm. Thus, the AdamSTBO algorithm helps to improve 

the segmentation accuracy of UNet++ for BT segmentation. 

 

3.3.4 Feature extraction 

After the BT segmentation using UNet++, the feature extraction is carried out to 

excavate the significant features, such as CNN, LOOP, LGP, PHoG [97] and GLCM 

features [98]. In addition, the GLCM features include ASM, IDM, entropy and 

correlation. The extracted features obtained from this phase helps to increase the 

effectiveness of BT classification using DCNN. Each of these features obtained from 

segmented image sQ are explained in this part is explained below. 

(a) Convolutional neural network (CNN) features 

The CNN feature is extracted from the convolutional (conv) layer of CNN. The 

CNN model comprises of three layers involving conv layer, pooling layer and fully 

connected (FC) layer. Thus, the structure of CNN is explained in Figure 3.3. Thus, 

the CNN feature obtained from the CNN is signified as 1z . 

 

 

 

 

 

 

 

Figure 3.3: Extracted CNN feature from CNN 

(b) Local optimal oriented pattern (LOOP) 

The second feature is the LOOP feature, which is formulated by the 

amalgamation of Local Directional Pattern (LDP) and Local Binary Pattern (LBP) 

Conv layer 
Pooling 

layer 

FC layer 

Segmented 

Image 

 

CNN 

features 
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feature that sustains the quality of available information. Thus, the expression for 

LOOP feature is denoted as [92], 

 2 ( , ) .2 nv

x x n xz LOOP w y a c c                                   (3.17) 

Here, nc and xc be the intensity values of pixels and the LOOP feature is 

specified as 2z . 

(c) Local gradient pattern (LGP) 

LGP is a tiny feature vector, which is extracted from each pixel of segmented 

image sQ . LGP feature produces the constant patterns regardless of local intensity 

discrepancies along the edges. In order to calculate the LGP operator, the eight 

neighbor’s gradient values of specified pixels are computed. The average values of 

these gradient values are used to generate the LGP feature, which is specified as 3z . 

(d) PHOG feature 

PHOG feature is a descriptor, which is computed based on the histogram of 

gradient orientation (HOG) feature that represents the image into the pyramid shaped 

structure. For calculating the PHOG feature, the HOG feature is initially computed 

for every grid at each pyramid level. Based on these features, the final feature is 

obtained by combining it, and the feature is notified as 4z . 

(e) Gray-level co-occurrence matrix (GLCM) feature 

GLCM is a statistical method to analyze the texture of spatial relationship 

among the pixels. In this chapter, the GLCM method computes the texture features, 

like ASM, IDM, entropy and correlation. Hence, each of these features are explained 

below.  

(i) Angular Second Moment (ASM) 

The ASM feature is computed using the below expression [62], 

  
1 1

2

1

0 0

,
L L

v w

b M v w
 

 

                                                 (3.18) 

Here, ( , )M v w specifies the input image. 
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(ii) Inverse Difference Moment (IDM) 

 The standard equation for computing IDM is given below [62], 

 
 

1 1
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1
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                                       (3.19) 

(iii) Entropy 

The expression for computing entropy is given by [62], 

   
1 1

3

0 0

, log ,
L L

v w

b P v w v w
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(iv) Correlation 

The standard formula for computing the correlation is denoted as [62], 
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                                        (3.21) 

Here, e and
f are the standard deviation of input image 

Hence, the final texture feature obtained using the GLCM method is given by, 

 5 1 2 3 4, , ,z b b b b . In addition, the final feature vector obtained from the feature 

extraction is denoted as  1 2 3 4 5, , , ,z z z z z z . Thus, the final feature vector used for 

BT classification is obtained by combining all the extracted features CNN, LOOP, 

LGP, PHoG and GLCM features.  

3.3.5 BT classification using AdamSWO-DCNN 

The final step in this research is the BT classification, wherein the processing is 

carried out by the Adam SWO-DCNN. In this step, the BT classification is initially 

done by the DCNN that considers the extracted feature z as the input of DCNN, and 

it provides the classified output as edema, core tumor, benign and malignant.  

Moreover, the weight of DCNN is optimized by the AdamSWO, which is modelled 

by the amalgamation of Adam Optimizer with the SWO algorithm. Furthermore, 

SWO algorithm is formed by combining SSA and WWO. The DCNN model 

provides the better result with various detection and classification systems. 
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Furthermore, the accuracy rate and speed of processing achieved by the DCNN is 

relatively higher than the other classifiers. Here, DCNN classifies the BT into the 

following section explains the design of DCNN, and its schematic model is given in 

Figure 3.4. 

 

Figure 3.4: Structure of DCNN 

(a) Design of DCNN 

DCNN generally comprises of three basic layers, such as conv layer, pool layer 

and FC layer, where each layer perform the separate processes, such as feature 

extraction, sampling and BT classification. In DCNN, the increasing count of conv 

layer aids to progress the classification accuracy. In order to perform the 

classification, the extracted CNN feature from CNN layer is directly applied to the 

FC layer such that the classified outcome is obtained. 

(i) Conv layer 

The most important layer in DCNN is conv layer that encloses the multiple 

consecutive layers. Here, the obtained feature from one layer is applied to the input 

of next layer. In the input is passed to the conv layer, which is the extracted feature, 
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and its outcome is passed to the pool layer in order to perform the sampling process.  

The expression for conv layer is denoted as [92], 
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                          (3.22) 

Here, *depicts the conv operator,  
,

a

h
n v

P denotes the feature map of conv layer, 

 1

,

a

h
n l v t

P 

 
indicates the feature map of preceding conv layer, ,

h

a wW shows the kernel 

function and a

hS is the bias of conv layer. 

(ii) Activation function 

The activation function in DCNN determines the output like yes or no.  

(iii) Rectified Linear Unit (ReLU) 

It acts as an activation function that eliminates the negative values to make the 

classification process as simple and effective. Thus, the output got from the ReLu 

layer is expressed as, 

 1a a

h wP fun P                                                (3.23) 

Here, ()fun specifies the activation function of conv layer. 

(iv) Pooling layer 

For further simplifying the computation process, the DCNN introduces the 

pooling layer that reduces the input dimensions by integrating the outcome of various 

layers. The pooling layer perform as a sampling layer, and the feature map resolution 

is reduced to improve the invariance of features to the misrepresentations obtainable 

in the input image. 

(v) FC layer 

The extracted features are presented to the FC layer that produces the classified 

result using the below formula [92], 
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Here,  ,
,

h

a w
l t

W denotes the weight metric in FC layer and the classified output get 

from the DCNN is specified as kA . In addition, the weight of DCNN is tuned by the 

AdamSWO algorithm. 

(b) Training of DCNN using AdamSWO 

The introduced AdamSWO in this research is used to train the weight of DCNN 

in order to attain the efficient BT classification. Hence, the AdamSWO is modelled 

by the incorporation of Adam Optimizer with the SWO algorithm. In addition, the 

SWO is generated by combining the merits of SSA and WWO. SSA is modelled 

based on the swarming characteristics of salps while foraging and moving on the 

ocean. The advantage of SSA is that it provides an efficient optimization solution 

with better coverage and convergence rate. Likewise, WWO is a nature inspired 

optimization approach in which its mathematical expression is derived based on the 

phenomena of water waves including refraction, breaking and propagation for 

searching the solution in high dimensional search space. Besides, the computational 

complexity of this approach while updating the optimal position is less.  

Adam optimizer is a gradient dependent optimization approach in which its best 

position is determined based on the stochastic objective function. Besides, this 

method is computationally efficient, easy to implement and consume less memory 

space.  Furthermore, the hyper-parameters in this model require less tuning.  Thus, 

the hybrid optimization is derived by combining the advantages of Adam optimizer, 

SSA and WWO. Furthermore, the algorithmic processes of AdamSWO are explained 

as below. 

(i) Initialization 

The first step is to initialize the number of salps, which are arbitrarily initialized 

for attaining the best solutions, and is given by, 

 ud MMMMM ,,,...,, 21                                         (3.25) 

Here, dM denotes the thd salp and u is the total number of salps.  
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(ii) Fitness computation 

The fitness computation is done to evaluate the optimal solution for BT 

segmentation and classification using mean squared Error. Here, the least value of 

fitness is selected as the final solution, and is denoted as, 
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Here, m is the total sample count, kA is the classified outcome of DCNN and *

kA

is the expected outcome of classifier. 

(iii) Solution update based on AdamSWO  

In this step, the weight of DCNN is computed to upgrade its weights using 

AdamSWO and the location update is done using MSE. In order to achieve this, the 

swarming characteristics of salps and natural aspects of water waves are initially 

combined to get SWO, and is then modified using Adam optimizer. Thus, the final 

updated expression for SWO is given by, 

    r

q

r

q

r CGaussianwMwM )1,0(1 1  
                   (3.27) 

Here,  wM q

r

1
 indicates the position of  thq 1 follower in 

thr dimension at 

iteration w ,  1wM q

r indicates the location of 
thr follower in 

thq dimension at 

iteration 1w ,  specifies the breaking coefficient and rC shows the span of 
thr

dimension in the search space. 

For further improving the update location of SWO, the Adam algorithm is 

introduced.  From Adam,  

       )1()(1 1 EwbwMwM q
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r                          (3.28) 

From equation (3.27), adding  wM q

r on both sides, 

       wMCGaussianwMwMwM q
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         (3.29) 

Applying equation (3.28) in equation (3.29), then the equation becomes, 
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(3.30) 

Here, )(wb
specifies the exponential moving average of gradient, )1(E is the 

squared gradient. This is the final equation used for updating the location of salps 

using AdamSWO. 

(iv) Re-evaluate feasibility 

After every iteration, the determined solution is renewed using the fitness 

function. Then, the new position is selected to be updated if the old solution is 

weaker than the new one.   

(v) Termination 

Every step explained above are performed repeatedly till the best solution is 

determined for BT classification. The pseudocode of AdamSWO is explained in 

Algorithm 3.2. 

Algorithm 3.2: Pseudocode of AdamSWO 

Input: Salp’s population  ud MMMMM ,,,...,, 21   

Output: Optimal solution 

Start 

               Initiate the population of salp 

Calculate the fitness function for entire salp  

For every salp
qM  

If  1q  

Renew the expression of follower salp by equation (3.30) 

     end 

          end 

Amends the salps based on the lower and bounds 

end 

Re-compute the feasibility of solutions 

1 ww  

end for 
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end while 

Optimal solution is achieved 

End 

3.4 Results and discussion 

The result achieved by the experimentation of AdamSWO-DCNN for BT 

segmentation and classification is explained below. The dataset used for the 

proposed Adam SWO-DCNN is BRATS 2018 dataset [82] in which its stored data is 

gathered from four modalities, like T1, T1C, T2 and fluid-attenuated inversion 

recovery (FLAIR). Every modality in this dataset comprises 130 to 176 brain slices, 

which are used for the assessment. Here, 10 image sets from the FLAIR modality is 

used for the BT segmentation and classification.  

3.4.1 Performance metrics 

The performance metrics used for assessing the effectiveness of Adam SWO-

DCNN is accuracy, positive predictive value (PPV), negative predictive value 

(NPV), true positive rate (TPR), true negative rate (TNR) and dice coefficient.  

(i) Accuracy: Accuracy is the measure used to determine the effectiveness of 

classified output, which is specified as [62], 

                                              1
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(3.31) 

Here, 
ph and nh are the true positive and true negative, 

pl and nl are the false 

positive and false negative. 

(ii) Positive predictive value (PPV): It is the proportion of truly identified positive 

results to the total number of positive results, which is given by [62], 
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(3.32) 

(iii) Negative predictive value (NPV): It is the proportion of truly identified 

negative results to the total number of negative results, which is given by [62], 
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(iv) True positive rate (TPR): It is the ratio of correctly classified positive results 

from the classified of positive class, which is given by [62], 
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(3.34) 

(v) True negative rate (TNR): It is the ratio of correctly classified negative results 

from the classified of negative class, which is given by [62], 
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(3.35) 

3.4.2 Experimental result  

The experimental result of AdamSWO-DCNN for BT segmentation and 

classification at different stage of processing is explained in Figure 3.5. The input 

image used for experimentation is given in Figure 3.5 (a), pre-processed image based 

on bilateral filtering is exposed in Figure 3.5 (b), segmentation output obtained from 

UNet++ is exposed in Figure 3.5 (c), extracted LGP feature is shown in Figure 3.5 

(d) and the LOOP feature is shown in Figure 3.5 (e). 

3.4.3 Competitive analysis 

The competitive techniques used for assessing the efficacy of AdamSWO-

DCNN are FCNN+CRF [50], Deep learning [51], Bayesian fuzzy [62] and 

DeepCNN [54].         The analysis of evaluating the AdamSWO-DCNN is done 

based on accuracy, PPV, NPV, TPR TNR and dice coefficient in accordance with the 

training set and k-value. 

(a) Analysis based on training data 

Figure 3.6 (a) illustrates the accuracy graph of AdamSWO-DCNN. When the   

training data is 90%, then the AdamSWO-DCNN attained the accuracy of 92.8%, 

and the FCNN+CRF, Deep learning, Bayesian fuzzy and DeepCNN got the accuracy 
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of 89.3%, 92%, 91.5% and 89.8%. The NPV graph of AdamSWO-DCNN is exposed 

in Figure 3.6 (b). The NPV value of AdamSWO-DCNN and FCNN+CRF, Deep 

learning, Bayesian fuzzy and DeepCNN techniques are 91.8%, and 89%, 91.2%, 

91.1% and 89.5 % for the training set of 90%. The PPV graph for the AdamSWO-

DCNN is given in Figure 3.6 (c).  

   
(a) 

    

(b) 

   

(c) 

   

(d) 
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(e) 

Figure 3.5: Experimental result of AdamSWO-DCNN a) Input images, b) Pre-processed images, c) 

Segmented images, d) LGP feature, e) Loop feature 

The PPV value achieved by the AdamSWO-DCNN is 92.5%, likewise, the PPV 

of traditional BT segmentation schemes are 89.2%, 90.3%, 92% and 89.6% for the 

training set value of 90%. The TNR graph of AdamSWO-DCNN with respect to the 

varying training set value is given in Figure 3.6 (d). As the value of training set is 

90%, the AdamSWO-DCNN got the TNR of 92.9%, whereas the competitive 

methods used for the analysis attained the TNR of 89.6%, 92.0%, 90.7% and 92.5%. 

The TPR graph of AdamSWO-DCNN with respect to the varying training set value 

is given in Figure 3.6 (e). When the training set value is 90%, then the TPR achieved 

by the AdamSWO-DCNN and competitive methods are 92.9%, 88.2%, 89% 92.1% 

and 90.8%.  

 

(a) 
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(b) 

 

(c) 
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(d) 

 

(e) 

Figure 3.6: Analysis of evaluation metrics with respect to training data (a) Accuracy, (b) NPV, (c) 

PPV, (d) TNR, (e) TPR 
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(b) Analysis based on K-value 

Figure 3.7 (a) shows the accuracy graph of AdamSWO-DCNN. When the k-

value is 9, then the AdamSWO-DCNN attained the accuracy of 92.6%, and the 

FCNN+CRF [50], Deep learning [51], Bayesian fuzzy [62] and DeepCNN [54] got 

the accuracy of 91.3%, 91%, 90.5% and 90.4%. The NPV graph of AdamSWO-

DCNN is shown in Figure 3.7 (b). When the k-value is 9, then the NPV achieved by 

the AdamSWO-DCNN and competitive methods are 92.2%, 91%, 91.5%, 90.1% and 

90.1%. The PPV graph of AdamSWO-DCNN is exposed in Figure 3.7 (c). The PPV 

value of AdamSWO-DCNN and FCNN+CRF, Deep learning, Bayesian fuzzy, 

DeepCNN and techniques are 0.924, 0.897 0.917 0.903 and 0.902 respectively. 

Figure 3.7 (d) illustrates the TNR graph of AdamSWO-DCNN. When the k-value is 

9, then the AdamSWO-DCNN attained the TNR of 92.8%, and the FCNN+CRF, 

Deep learning, Bayesian fuzzy and DeepCNN got 87.1%, 89.3%, 90.2% and 89.6%. 

The TPR graph for the AdamSWO-DCNN is given in Figure 3.7 (e). The TPR value 

achieved by the AdamSWO-DCNN is 92.9%, likewise, the TPR of traditional BT 

segmentation schemes are 91.6%, 89.7%, 91.1% and 89.4% for the k- value of 9. 

 

(a) 
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(b) 

 

(c) 
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(d) 

 

(e) 

Figure 3.7: Analysis of evaluation metrics with respect to k-value a) Accuracy, (b) NPV, (c) PPV, (d) 

TNR, (e) TPR 
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3.4.4 Segmentation analysis 

 

Figure 3.8: Analysis of segmentation based on dice coefficient 

The segmentation analysis of AdamSTBO+UNet++ for BT segmentation and 

classification is performed in accordance with the dice coefficient and the images, 

and is given in Figure 3.8. The AdamSTBO+UNet++ attained the dice coefficient of 

0.909 when the segmentation technique considers 90% of images for the 

experimentation. For the meantime, the dice coefficient of comparative segmentation 

methods, like UNet [100], SegNet [101] and UNet++ [93] got the dice coefficient of 

0.903, 0.899 and 0.904.  

3.4.5 Comparative discussion 

The comparative discussion of BT segmentation and classification technique, 

namely AdamSWO-DCNN and AdamSTBO+UNet++ with respect to the evaluation 

metrics is clearly explained in this part. Here, the segmentation and classification 

performance are done by adjusting the training data and k-fold value. Based on the 

two analysis, AdamSWO-DCNN attained the higher performance than the 

comparative techniques. Here, the AdamSWO-DCNN attained the accuracy, NPV, 
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PPV, TNR and TPR of 0.928, 0.918, 0.925, 0.929 and 0.929. Moreover, the 

corresponding existing values are given in Table 3.1.  

Table 3.1: Comparative discussion 

Variations Metrics FCNN+C

RF+ DBN 

[50] 

Deep 

learning 

+DBN [52] 

Bayesian 

fuzzy+ 

DBN [62] 

DeepCNN 

+DBN [54] 

Proposed 

Method 

For 

Training 

data = 

(90%) 

Accuracy 0.893 0.920 0.915 0.898 0.928 

NPV 0.890 0.912 0.911 0.895 0.918 

PPV 0.892 0.903 0.920 0.896 0.925 

TNR 0.896 0.920 0.907 0.925 0.929 

TPR 0.882 0.890 0.921 0.908 0.929 

K-fold 

value = (9) 

Accuracy 0.913 0.910 0.905 0.904 0.926 

NPV 0.910 0.915 0.901 0.901 0.922 

PPV 0.897 0.917 0.903 0.902 0.924 

TNR 0.871 0.893 0.902 0.896 0.928 

TPR 0.916 0.897 0.911 0.894 0.929 

In Table 3.2, the segmentation result obtained by the AdamSTBO+UNet++ is 

exposed. Here, the AdamSTBO+UNet++ attained the dice coefficient of 0.909, and 

the existing techniques achieved the dice coefficient of 0.903, 0.899 and 0.904.  

Table 3.2: Analysis of Segmentation technique 

Variation Metrics UNet [100] 
SegNet 

[101] 
UNet++ [93] Proposed Method 

Image% 
Dice 

coefficient 
0.903 0.899 0.904 0.909 

From the Table 3.1 and Table 3.2, the attained values of both 

AdamSTBO+UNet++ and AdamSWO-DCNN is higher than the existing techniques 

due to the efficacy of invented model. 

3.5 Summary 

This chapter presents the proposed AdamSWO-DCNN and 

AdamSTBO+UNet++ for BT segmentation and classification. Here, the BT 

segmentation is completed by the UNet++ model and its weight are tuned by the 

AdamSTBO algorithm. The AdamSTBO algorithm is the hybridization of Adam 

optimizer with the STBO algorithm. Likewise, the BT classification is done by the 

DCNN model in which its weight is modified by the AdamSWO algorithm for 
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attaining the improved classification performance. Furthermore, the AdamSWO 

algorithm is designed by modifying the SWO algorithm with the Adam Optimizer. 

Furthermore, SWO is designed by joining the merits of SSA and WWO algorithm. 

For further improving the classification accuracy, the AdamSWO-DCNN method 

extracts the more relevant features, such as CNN, LOOP, LGP, PHoG and GLCM.  

Implementing and fine-tuning the proposed techniques require specialized 

knowledge in optimization algorithms, deep learning, and medical image analysis. 

Healthcare professionals without expertise in these areas may find it challenging to 

utilize or customize the techniques. Training deep learning models like UNet++ and 

DCNNs with optimization algorithms can be computationally intensive, requiring 

high-performance hardware resources. This may limit the accessibility of the 

techniques to institutions with adequate computational infrastructure.  
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CHAPTER 

4 
Optimizing Brain Health with ASO-DRN Technique for 

MRI based Brain Tumor Classification  

 

 

4.1    Introduction 

Brain Tumor (BT) is considered as the main organ of human body since it 

controls and coordinates all the functions of the body. Due to various reasons, 

sometimes the brain cells grow abnormally resulting in the formation of a tumor 

[102]. This unusual growth of abnormal cells affects the brain functions and thus the 

patient’s health will be heavily deteriorated. An accurate segmentation of BT from 

the input image is an important task in cancer detection and its treatment. The 

manual segmentation of BT is laborious; hence the researchers are interested to 

invent automatic BT segmentation approaches. Various traditional BT segmentation 

techniques mainly concentrate on gliomas which are mainly occur in adults [103, 

104].  

This chapter proposes an Adaptive Salp swarm Optimization (ASO)-trained 

Deep Residual Network (DRN) for classifying brain tumor with MRI images. The 

utilization of Adaptive Salp Swarm Optimization (ASO) to train the Deep Residual 

Network (DRN) allows for adaptive tuning of the network parameters, potentially 

improving convergence speed and solution quality. This adaptive optimization 

approach enhances the robustness and effectiveness of the classification system. 

ASO dynamically adjusts the optimization process based on the current state of the 

training process, allowing for adaptive tuning of the network parameters. This 

enables the optimization algorithm to respond to changes in the optimization 

landscape, potentially improving convergence speed and solution quality. By 

adaptively tuning the network parameters during training, ASO helps the model to 

navigate complex optimization spaces more effectively, reducing the risk of getting 
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stuck in local optima. This enhanced robustness improves the model's ability to 

generalize well to unseen data and handle variations in the input distribution. 

The adaptive optimization approach employed by ASO can enhance the 

generalization performance of the classification system by improving its ability to 

learn from diverse and complex datasets [105, 106]. This enables the model to 

generalize well to unseen data and handle variations in the input distribution, 

resulting in more robust and reliable classification performance across different 

scenarios [107, 108]. The proposed technique can be applied to various types of brain 

tumors detected through MRI imaging, making it a versatile tool for diagnosing 

different pathological conditions affecting the brain [109]. The versatility of the 

proposed technique in diagnosing various types of brain tumors detected through 

MRI imaging is a significant advantage [110]. Brain tumors can manifest in diverse 

forms, including gliomas, meningiomas, pituitary tumors, and metastatic tumors, 

among others. The proposed technique's ability to classify different types of brain 

tumors ensures comprehensive coverage, enabling clinicians to accurately diagnose 

and differentiate between various pathological conditions affecting the brain [111]. 

The technique's versatility allows it to be tailored to different clinical 

applications, enhancing its utility and effectiveness [112, 113]. MRI imaging is often 

complemented by other imaging modalities such as computed tomography (CT) 

[114, 115], positron emission tomography (PET) [116], and functional MRI (fMRI). 

The proposed technique's versatility extends to its integration with multimodal 

imaging data, enabling comprehensive analysis and diagnosis of brain tumors across 

multiple imaging modalities [117]. 

This chapter is having following key benefits: 

(i) ASO-DRN technique is proposed for segmentation and classification of MRI 

images for identifying the brain cancer. This method is different because it uses 

a new technique called ASO to train a DRN classifier. This classifier is trained 

to spot cancer in the brain effectively. 

(ii) Proposed ASO is a special kind of optimization technique which providing more 

reliable diagnostic results. It is implemented by blending an adaptive concept 
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with the Salp Swarm Algorithm (SSA) and Deep Residual Network. This 

combination helps to make the training process more effective to identify the 

brain tumor area and segment it more precisely. 

(iii) The proposed technique reduces the reliance on manual diagnosis, which can be 

prone to errors and subjective interpretation. This automation streamlines the 

diagnostic process and enhances efficiency. 

The chapter is arranged as, section 4.2 gives challengers of brain tumor 

detection, section 4.3 details the proposed work, the outcomes of the proposed work 

along with its discussion are discussed in section 4.4, and finally in section 4.5, the 

conclusion is elaborated. 

4.2 Challenges  

The list of the challenges while designing the BT segmentation and classification 

is as follows: 

(i) Brain tumors can exhibit diverse characteristics, including size, shape, and 

location. The ASO-DRN technique's adaptability allows it to effectively classify 

different types of brain tumors, ranging from benign to malignant, regardless of 

their specific features. 

(ii) As new imaging technologies emerge and our understanding of brain tumors 

evolves, the proposed techniques can be scaled and adapted to incorporate 

advancements in medical imaging and machine learning. This scalability ensures 

that the techniques remain relevant and applicable in the face of evolving 

clinical needs and technological developments.  

(iii) MRI imaging protocols can vary between different healthcare institutions, 

imaging centres, and MRI machine manufacturers. These variations can include 

differences in imaging sequences, parameters, and acquisition techniques. The 

proposed techniques are versatile and can be adapted to different MRI imaging 

protocols, allowing them to be effectively utilized in diverse clinical settings 

without significant modifications. 
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4.3 Proposed ASO-DRN for brain tumor classification 

This section shows the devised ASO-DRN for brain cancer classification from 

images of MRI. The developed ASO-DRN for classifying brain cancers is 

implemented through the following stages. Initially, the input MRI image is acquired 

from a database. The acquired image is then pre-processed using Gaussian filter 

[119] to remove unwanted noise from it further, brain tumor segmentation is 

performed on the pre-processed image using SegNet [81]. This segmentation process 

is adopted for segmenting the desired brain part from the image. Then in the feature 

extraction phase, Convolutional neural network (CNN) features [47] and gray level 

co-occurrence matrix (GLCM) texture features [112] are extracted from the 

segmented image. The extracted features from the image are the finally fed to the 

DRN [120] classifier which is trained using the proposed ASO for brain tumor 

detection. The proposed ASO is devised using the SSA [73] and adaptive concept. 

The illustrative diagram of the proposed ASO-DRN for classifying tumors of brain is 

displayed in Figure 4.1. 

4.3.1 Image acquisition 

For brain tumor diagnosis, the MRI images will be acquired from a dataset. 

Here, the dataset used is denoted as ‘D’ which contains ‘n’ number of MRI images. 

The dataset ‘D’ can be expressed in the following representation. 

},......,....,,{ 21 nm IIIID                                               (4.1) 

wherein, mI  represents the thm  image which is regarded for tumor detection. 

4.3.2 Pre-processing of image 

The chosen image mI  considered for detection is pre-processed by the Gaussian 

filter [119] for removing noise from it. Gaussian filters work on the basis of Gaussian 

distribution which is more effective in smoothing images. The Gaussian 

distribution’s probability density function )( mIP is given below [45]. 
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where,  characterizes for standard deviation which measures the amount of 

smoothing to be done,   denotes the mean value. The filtered image is symbolized 

as 
pI . 

 

Figure 4.1: Illustrative diagram of the devised ASO-DRN for classifying brain tumors 

4.3.3 Segmentation of image 

The denoised 
pI image is given to a segmentation model for segmenting the 

images. Here, segmentation is carried out by SegNet [81] which consists of an 

encoder and decoder setup with a pixel-wise classification layer. The encoder system 

is used for generating the feature maps, while the decoder system up samples the 

generated feature maps by utilizing the stored pooled indices.  

 

Figure 4.2: SegNet architecture 

The output of the decoder system is finally passed to the soft-max classifier layer 

for producing pixel-wise class probabilities. SegNet is considered here because it 
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doesn’t require resources with high computation. The architecture of SegNet is 

provided in the Figure 4.2. The resultant image obtained from the SegNet is called as 

segmented image, which is Is. 

4.3.4 Feature extraction 

Here, the features will be excerpted from Is. Mainly CNN and GLCM texture 

features are considered for extraction. 

(a) Convolutional neural network (CNN) features 

CNNs [47] are deep neural networks comprising of three different layers, such 

as Fully Connected (FC) layers, pooling layers, and convolutional layers. The 

convolutional layer present in the CNN architecture is dedicated to excerpt the 

features from Is and the extracted CNN feature is termed as 1f . 

(b) Gray level co-occurrence matrix (GLCM) texture features  

GLCM [121] is a proven statistical technique utilized for extracting textural 

features from various images. Here, four features namely Angular Second Moment 

(ASM), Inverse Difference Moment (IDM), correlation, and entropy are considered 

for extraction and they are denoted by the following notations 
54 3, , ,f f f and 2f

respectively. 

(c) Angular Second Moment (ASM)   

ASM is also referred to as Uniformity. As the name indicates it measures the 

uniformity of the image texture. It is a measure of the sum of squares of normalized 

value  jiF , of the grey tone present at positions i  and j of the kernel. It is given 

by equation 4.3 [62]. 

 
1 1 2

2 0 0
,

M M

i j
f F i j

 

 
                                          (4.3) 

where, 2f denotes ASM and M is the number of grey tones in the kernel. 

(d) Inverse Difference Moment (IDM)  

IDM measures the local homogeneity present between two pixels in the image. It 

is denoted as 
3f and is calculated as follows [62]. 
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                                          (4.4)  

(e) Entropy 

Entropy is the amount of randomness or disorder Ness present in the image. It is 

implied as 
4f and is formulated as, 

    
1 1

4 0 0
, *log ,

M M

i j
f F i j F i j

 

 
                            (4.5) 

(f) Correlation 

Correlation can be termed as a measure that measures the amount of likeliness 

between two pixels. It is represented as fs in the below equation. 
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f

 

 

 

 

 
                               (4.6) 

wherein, i and
j represents the mean of grey tones present at 

thi and thj position 

respectively; j  and i refers to the standard deviation of the grey levels at thj and 

thi position correspondingly. 

The feature vector F generated is shown below and this is further inputted to the 

brain tumor classification model. 

 51 2 3 4, , , ,F f f f f f                                               (4.7) 

4.3.5 Classification of brain tumor 

The brain tumor classification is performed by the DRN [16] classifier network. 

The feature vector F acquired from the previous phase is given as an input to the 

DRN framework. By analyzing F , the classifier detects whether tumors are present 

in the brain or not. DRN framework is utilized here because it can overcome the 

gradient problem, produce results with high accuracy and make the training process 

faster. The architecture of DRN is provided in the subsequent part. 
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(a) DRN’s architecture: 

The DRN is made up of various layers, such as linear classifier, average pooling 

layers (AvgPool), residual blocks, and convolutional layers. These layers are briefly 

described below. DRNs architecture is provided in Figure 4.3. 

(i) Convolutional Layer  

The feature vector F is inputted to the convolutional layer. Here, a filter also 

called kernel is used to slide over the entire image both horizontally and vertically to 

produce feature map. This layer extracts features from the image by convolving the 

kernel with the image. The computation technique of Conv1d and Conv2d is given 

by equations 4.8 and 4.9. 

1

0
1 ( ) *

o

qq
Conv d F H F




                                         (4.8)    

1 11 1

1, 2 ( 1),( 2)1 0 2 0
2 ( ) .

p p

pos pos xx pos yy pospos pos
Conv d F X F

 

  
                   (4.9) 

Herein, 
qH  implies the size of the kernel for thq neuron; o  implies the 

dimension of feature vector F ; X represents 1p  x 1p kernel matrix; 1pos  and 2pos  

denotes the position in the matrix; and xx  and yy records the coordinates in the 2D 

input. 

(ii) Pooling layer 

Following the convolutional layer, a pooling layer is present for decreasing the 

feature map dimensions obtained from the convolutional layer. This layer avoids 

overfitting occurring in neural networks. The equation of average pooling (AvgPool) 

is provided beneath. 

Width of the output 2D matrix, 1width width
width

in ke
out

ie


                   (4.10) 

Height of the output 2D matrix, 1
height height

height

in ke
out

ie


                 (4.11) 



97 

 

 

Figure 4.3: DRN architecture 

The height of the input matrix is characterized as inheight, while the width is 

symbolized as inwidth. The height and width of the kernel matrix is keheight and kewidth.  

(iii) Activation function 

To achieve convergence faster, an activation function called Rectified Linear 

Unit (ReLU) is built after the convolutional layer. This ReLU increases the non-

linearity associated with the features. 

ReLU(F)=
0, 0

, 0

if F

F if F





                                 (4.12) 
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(iv) Batch normalization 

This technique is basically used to divide the large learning data into small parts 

and the training the model on these divided parts to converge faster and reduce the 

complexity in computation. 

(v) Residual block 

Residual block skips one or two layers of the DRN network for accomplishing 

high accuracy by overcoming the degradation experienced by the network. It applies 

identity function to the output of any layer and passes the result to input of any layer 

by skipping some of the layers in between. 

When the number of neurons contained in the output and input layer are same, 

then the output ‘out’ of the residual block is expressed in equation (4.13), which is  

 out A in in                                                    (4.13) 

In the above equation, in depicts the residual block’s input whereas the function 

A(in) depicts the relationship of mapping between input and output. 

On the other hand, when the output and input dimensions are different, a factor 

called ‘c’ is introduced in the above equation that gets multiplied with the input for 

making both the input and output dimensions same. It is shown below. 

   *out A in in c                                               (4.14) 

(vi) Linear classifier 

The linear classifier is employed to classify the results with the help of FC layer 

and Softmax function. The computation of FC is given by, 

Q C C T Q TFC WM F B                                              (4.15)  

The computation of Softmax is given by,  

Softmax
dim

( ) , 1, 2,....,dim
f

ot h

g

f otg

h

e
g f

e
 


                            (4.16) 

The weight matrix with Q C  dimension is denoted as 
Q CWM 

,the feature map 

with C T  dimension is given as C TF  , and B acts as the bias.
fg acts as one of the 
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output layer elements and otdim denotes the dimension of DRN’s output bE . The 

optimized weights and bias are computed by the devised ASO algorithm. 

(b) ASO algorithm:  

This algorithm is devised by combining adaptive concept and SSA [122]. The 

adaptive concept is incorporated into the SSA to adapt to the changes both in input 

and output. The SSA optimization technique is developed based on the inspiration 

gained from the swarming behavior of salps. To model the behavior of salp swarms 

mathematically, the population of salp is categorized into followers and leaders. The 

leaders lead the swarm whereas the followers follow the leaders. The mathematical 

model of SSA is detailed here. 

(i) Initialization 

Consider the population of salp as A which contains '' y number of members is 

initiated initially. A is expressed as mentioned below. 

 1 2, ,..........., ,......,x yA A A A A                                      (4.17) 

Here, Ax is considered as the member at x
th

 position. 

(ii) Fitness calculation 

The fitness of every individual salp in the population is formulated on the basis 

of the Mean Squared Error (MSE) as given below. 

      
2

*

1

1 d

b bb
MSE E E

d 
                                           (4.18) 

In the equation mentioned above, d denotes the number of samples considered 

for training, *

bE implies the expected result and bE denotes the actual output 

obtained by DRN.  

(iii) Leader position updation 

The leader’s location is updated only based on the location of source of food. 

The location of the first leader 1" "zA  in the thz dimension is updated based on the 

value of r1, which is considered a random variable. 

When 03 r , the position of the leader is given by, 



100 

 

  1

1 2z z z z z
A Y r up low r low                                     (4.19) 

When 3 0r  , the leader position is updated as mentioned below, 

  1

1 2z z z z z
A Y r up low r low                          (4.20) 

Herein, Yz is the food source’s position in the z
th

 dimension; r1 and r2 are 

considered as random variables; lowz and upz mentions the lower and upper bound of 

z
th

 dimension. r2 is the most significant variable in SSA since it balances exploitation 

and exploration and is made adaptive by using the following formula.  

2 34 * ;
2*max

it

it

curr
r r

 
  

 
                         (4.21) 

where, currit is the current iteration, the value of r2 and r3 lies in the range 

]40[  , and ]10[  , respectively and maxit is the maximum number of iterations. 

(iv) Update follower position 

The
thv follower’s position in 

thu dimension, v
uA is expressed by the below-

mentioned equation, 

 11

2

v v v

u u uA A A                                      (4.22) 

wherein, 2v  . 

(v) Feasibility check 

If the fitness of the updated position is found lower than the previously updated 

one, then the present updated position will be the newly updated position, else, the 

updated position in the previous iteration will serve as the new updated position. 

(vi) Termination 

The position will be updated until the maximum number of iterations is attained. 

The best optimal solution obtained is used as bias and weights in the DRN network. 
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Algorithm 4.1: Pseudocode of ASO algorithm 

Initialize population of salp agents A with random positions as ‘y’ numbers.  

Evaluate fitness of each salp agent using fitness function (MSE) equitation (4.18) 

Set initial parameters (e.g., step size, convergence criteria) 

 Repeat until convergence or maximum iterations reached: 

 For each salp agent: 

 Update ladder position based on adaptive step size and search strategy using equation (4.19) 

 Evaluate fitness of updated position using objective function using equation (4.20) 

 Update personal best position and fitness of salp agent if improved using equation (4.21) 

 Update global best position and fitness if improved using equation (4.22) 

 Update adaptive parameters based on performance of salp agents 

 End loop 

 End loop 

Return global best position (optimized parameters) as solution 

 

4.4 Results and Discussion 

The developed ASO-DRN [123] is examined by considering different evaluation 

metrics and its performance is compared with the prevailing tumor prediction 

strategies, and these are brought up in this division. Brain Tumor Segmentation 

(BraTS) 2018 [82] Challenge dataset is utilized to develop the model. This dataset 

provides multimodal 3D MRIs, such as FLAIR, T2, T1c, and T1 annotated by 

physicians [124]. 

4.4.1 Experimental results 

The results obtained by experimenting the devised model is exhibited in Figure 

4.4. The given input MRI image to the ASO-DRN is displayed in Figure 4.4 (a); the 

pre-processed image of the input is depicted in Figure 4.4 (b); and in Figure 4.4 (c) 

the segmented image is displayed.  
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(a) (b) (c) 

Figure 4.4: Image results showing (a) Input MRI image, (b) Pre-processed image, (c) Segmented 

image 

4.4.2 Comparative assessment 

The developed technique’s performance is evaluated based on TNR, TPR and 

accuracy. These metrics are already defined in chapter 2. The developed brain tumor 

detection model is compared with various techniques like FCNN+CRF [50], 

SWT+GCNN [105], BayesianFuzzy [62], and DeepCNN [54] in order to analyses its 

performance over them. This assessment deals with the performance comparison of 

various techniques for brain cancer classification with the proposed one based on k-

value and training data.   

(a) Comparative investigation on training data 

The performance of the proposed ASO-DRN is comparatively analysed here 

based on the training data and is depicted in the Figure 4.5. The Figure 4.5 (a) 

displays the accuracy assessment of the implemented ASO-DRN. When the training 

data is 90%, the obtained accuracy of the BayesianFuzzy, the implemented 

technique, SWT+GCNN, FCNN+CRF, and DeepCNN is 0.873, 0.911, 0.858, 0.851, 

and 0.884 respectively. The accuracy of the ASO-DRN is improved by 2.94% than 

the DeepCNN model. The analysis based on the value of TPR is given in Figure 4.5 

(b). The TPR of the BayesianFuzzy is 0.887, SWT+GCNN is 0.867, DeepCNN is 
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0.894, FCNN+CRF is 0.856 and the devised ASO-DRN is 0.920 when the training 

data is 90%. The TPR of the ASO-DRN is enhanced by 3.59% than the 

BayesianFuzzy framework. 

 

(a) 

 

(b) 



104 

 

 

(c) 

Figure 4.5: Comparative investigation of (a) accuracy, (b) TPR, and (c) TNR of the implemented 

ASO-DRN with other techniques on the basis of the training data  

The analysis of TNR is depicted in Figure 4.5 (c). When the training data is 

90%, the TNR of the BayesianFuzzy is 0.875, SWT+GCNN is 0.860, DeepCNN is 

0.882, FCNN+CRF is 0.850, and the devised ASO-DRN is 0.909. The TNR of the 

ASO-DRN is improved by 6.49%, 5.41%, 3.73%, and 2.96% than the FCNN+CRF, 

SWT+GCNN, BayesianFuzzy, and DeepCNN model. 

(b) Comparative assessment based on k-value 

The proposed framework’s performance is analyzed in comparison with other 

technologies on the basis of k-value in this analysis which is portrayed in Figure 4.6. 

The investigation of the implemented framework’s accuracy is displayed in Figure 

4.6 (a). When the k-value is 9, the accuracy obtained by the ASO-DRN, 

FCNN+CRF, SWT+GCNN, BayesianFuzzy, and DeepCNN is 0.915, 0.867, 0.878, 

0.883, and 0.890 respectively.  The accuracy of the ASO-DRN is enhanced by 5.24% 

than the FCNN+CRF scheme. The comparative investigation of TPR is shown in 

Figure 4.6 (b). The TPR of the DeepCNN is 0.896, FCNN+CRF is 0.868, 

BayesianFuzzy is 0.888, SWT+GCNN is 0.878, and the devised technique is 0.920 

when k-value is 9. The TPR achieved by the ASO-DRN is found to be 4.61% better 
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than the SWT+GCNN scheme. The comparative analysis based on TNR is depicted 

in Figure 4.6 (c). When k-value is equal to 9, the corresponding TNR value of the 

SWT+ GCNN, FCNN+CRF, DeepCNN, BayesianFuzzy, and the proposed one are 

0.873, 0.867, 0.896, 0.884, and 0.917. The value of TNR obtained by the ASO-DRN 

scheme is 5.46%, 4.87%, 3.61%, and 2.36% better than the existing FCNN+CRF, 

SWT+GCNN, BayesianFuzzy, and DeepCNN schemes. 

 
(a) 

 
(b) 
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(c) 

Figure 4.6: Analyzation of (a) accuracy, (b) TPR, and (c) TNR of various techniques on the basis of k-

value 

4.4.3 Comparative discussion 

The presented ASO-DRNs performance based on distinct validation metrics like 

TNR, accuracy, and TPR is comparatively discussed here with prevailing tumor 

detection schemes. Table 4.1 presents the comparison of the developed technique 

based on the k-value of 9 and training data of 90%. From the table, it is seen that 

high TPR, TNR, and accuracy achieved by the implemented ASO-DRN is 0.920, 

0.917, and 0.915 correspondingly. Huge improvement in performance is seen in the 

proposed ASO-DRN framework because of the utilization of the novel ASO 

technique and application of DRN for classification. 

Table 4.1: Comparative discussion of the proposed technique 

Variations Metrics 

FCNN+C

RF+ DBN 

[50] 

SWT+ 

GCNN 

[112] 

Bayesian 

fuzzy+ 

DBN [62] 

DeepCNN 

+DBN [54] 

Proposed 

Method 

K-fold 

value = (9) 

Accuracy 0.867 0.878 0.883 0.890 0.915 

TNR 0.867 0.873 0.884 0.896 0.917 

TPR 0.868 0.878 0.888 0.896 0.920 

For 

Training 

data = 

(90%) 

Accuracy 0.851 0.858 0.873 0.884 0.911 

TNR 0.850 0.860 0.875 0.882 0.909 

TPR 0.856 0.867 0.887 0.894 0.920 
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4. 5 Summary 

In this chapter, a DRN model optimized with ASO algorithm is developed for 

classifying brain tumors at an earlier stage with the aid of images taken from MRI. 

The unwanted noise is removed from the images using Gaussian filter in the pre-

processing phase and the segmentation is carried out by SegNet. Further, in the 

feature extraction module, GLCM and CNN features are determined. Based upon the 

extracted features, brain tumor classification is executed by the DRN model. The 

DRN classifier was tuned by the proposed ASO algorithm, which incorporates 

adaptive concept as well as the SSA technique.  

Due to this improved performance, the proposed technique can be customized 

and fine-tuned to address specific diagnostic needs or clinical requirements. Whether 

detecting primary tumors, metastatic lesions, or monitoring treatment response. 

Implementing and fine-tuning deep learning models like DRN with optimization 

algorithms such as ASO may require specialized expertise in machine learning and 

medical image analysis. Healthcare professionals without this expertise may find it 

challenging to utilize or customize the technique. The performance of the technique 

depends heavily on the quality and quantity of the training data. The effectiveness of 

the classification may vary when applied to datasets with different characteristics or 

imaging conditions.  
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CHAPTER 

5 
Advancement in Clinical Diagnostics using  

Adaptive ASWO_ Dbne Alexnet for  

Brain Tumor Technique 

5.1    Introduction 

In recent years, the most recognized, challengeable and time-consuming task in 

clinical image processing applications is brain tumor classification. Magnetic 

Resonance Imaging (MRI) is a successful clinical diagnosing tool that deliver 

efficacious identification of unusual tissues [125]. Since dimension of the carcinoma 

in brain image is heterogeneous for diverse patients, it is very difficult to identify the 

brain tumor. Moreover, the minute details in the brain cannot be obtained due to 

various reasons, such as cluttered background and low illumination thereby, 

degrading the image quality [126]. To overcome such issues, novel Adaptive Adam 

Salp Water Optimization (Adaptive ASWO_DbneAlexnet) is proposed for brain 

tumor classification.  

The technique utilizes U-Net++ [127] for precise segmentation of tumor-affected 

areas in brain MRI images. This ensures that only relevant regions are considered 

during the classification process, improving the accuracy of tumor classification. U-

Net++ is well-known for its ability to accurately localize and segment objects of 

interest in medical images, including brain tumors in MRI scans. By precisely 

delineating tumor-affected areas [128], U-Net++ ensures that only relevant regions 

are considered during the subsequent classification process, reducing the risk of false 

positives and improving overall accuracy. Precise segmentation with U-Net++ helps 

reduce false positives by accurately delineating tumor boundaries and excluding non-

tumor regions from consideration during the classification process [129, 130]. This 

improves the specificity of the classification model, leading to more reliable and 

clinically relevant results. The Adaptive ASWO optimizer, derived from Adam 

optimizer and Salp Water Optimization (SWO), allows for adaptive tuning of the 
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DbneAlexnet model. This adaptive optimization approach enhances the robustness 

and convergence speed of the model, leading to improved classification performance. 

The benefaction of this chapter is highlighted as follows: 

 Proposed Adaptive ASWO_DbneAlexnet: A potent system is built to classify 

the brain tumor using DbneAlexnet and fine tuning of this efficient classifier 

model is carried out based on hybrid optimization, referred as Adaptive ASWO.  

 Proposed Adaptive ASWO: The Adaptive ASWO algorithm is developed by 

integrating the Adam optimizer and SWO with adaptive concept. SWO is 

developed by integrating SSA and WWO. 

The chapter is arranged as follows: the section 5.2 describes the challenges for 

classifying the tumor based on assessment of traditional techniques, and the proposed 

model along with the structural overview of network and its algorithmic procedure is 

given in 5.3 section. The results are discussed in 5.4 section, and the conclusion is 

given in 5.5. 

5.2 Challenges 

Some of the highlighted issues experienced in the previous works are enlisted as 

follows: 

(i)  Imbalanced training data problem was solved partially by FCNN-CRF model. 

Moreover, the approach failed to construct fully 3D network as it highly 

enhances the performance of tumor segmentation. 

(ii) The SWT + GCNN model designed in did not degrade the image quality but, 

utilization of limited number of datasets is a major issue. 

(iii)  Accurate segmentation of brain glioma employing MRI is extremely important 

in medical diagnosis and effective decision making for personalized treatment. 

However, abundant rough data generated by MRI blocks accurate segmentation 

in a limited span. Hence, automatic or semi-automatic segmentation model is 

necessary. 
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5.3 Proposed adaptive ASWO_Dbnealexnet for brain tumor classification 

The major motto of this investigation is to propose an effective model named 

Adaptive ASWO_DbneAlexnet for brain tumor categorization. Initially MRI image 

acquired from specific data set illustrated in [96] is considered as the input and this 

MRI image is preprocessed to eradicate the artifacts present in the image by using 

ABF [131] at pre-processing module. Here, U-Net++ is employed to segment the 

pre-processed image which will improve the segmentation quality of the varying-size 

objects at the segmentation module. Moreover, the feature extraction is carried out 

from segmented image to refine the appropriate features, like convolutional neural 

network (CNN) features [95], LOOP [96] and gray level co-occurrence matrix 

(GLCM) [112]. Lastly, Brain tumor classification is accomplished using 

DbneAlexnet [132], which is trained by Adaptive ASWO. However, Adaptive 

ASWO is achieved by the combination of Adam algorithm [133] with Salp Water 

Optimization (SWO) and Adaptive concept. Moreover, SWO is the unification Salp 

Swarm Algorithm (SSA) [122] and the Water Wave Optimization (WWO). Figure 

5.1 represents the pictorial view of Adaptive ASWO_DbneAlexnet for brain tumor 

classification. 

5.3.1 Acquisition of input MRI 

Assume the brain tumor dataset as B illustrated in [82] with q count of samples 

and the expression for this dataset is stated as follows, 

 1 2 3, , ,..., ,...,p qB I I I I I                                               (5.1) 

Here, pI refers thp MRI sample and all over count of samples in thB repository is 

set as qI . 

5.3.2 Adaptive bilateral filter-based pre-processing 

The pI is applied over ABF, which accomplishes pre-processing step to extent 

the image quality by reducing unwanted distortions. The ABF technique [134] is 

highly 
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Figure 5.1: Diagrammatic illustration of proposed Adaptive ASWO_DbneAlexnet for brain tumor 

classification 

capable to smooth out the noise while improving textures and edges in the image. 

The restored images by ABF are sharper than that of bilinear filter [135]. The 

expression for ABF is given by, 
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(5.2) 

Here,  is made as adaptive and  converts the bilateral filter into successful, 

which has the ability of sharpening and smoothing. The resultant of pre-processing is 

denoted as pP . 

5.3.3 Tumor segmentation using U-Net++ 

The pre-processed result pP is fed into U-Net++, where the accurate region of 

presence of tumor is segmented effectively. The ultimate motive of U-Net++ [136] is 

to carry out the instance and semantic segmentation by reducing unknown structural 

depth with an effective combination of U-Nets [137] of different sizes. In fact, there 
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is no need for deep supervision. However, t promoted the model pruning resulting in 

a speedup with minimum flop in performance. 

(a)  Network connectivity:   

Let us assume the outcome of node n,m as n,my in which m denotes down-

sampling layer with encoder and n signifies conv layer of dense component with skip 

connection [138]. The arrangement of feature maps is expressed by n,my is defined as 

follows, 
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                          (5.3) 

Here,  H  is a convolution mechanism succeeded by an activation parameter. 

Here, up-sampling and down-sampling layer are respectively symbolized as    and

 D . Moreover, the concatenation layer is expressed as   . 

(b) Deep supervision 

Here, a 11 convolution with c kernels is used succeeded by a sigmoid parameter 

to the results from nodes 3,02,01,0 ,,  and 4,0 , such that c refers the count of 

classes found in the given dataset. In addition, hybrid segmentation loss is considered 

to have smooth gradient and also to handle the unevenness. The loss is 

mathematically calibrated as, 
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   (5.4) 

Here, Yb cc,  and  cc, implies the target labels as well as the detected 

probabilities for class cc .  implies the count of pixels within single batch. The 

whole error factor is described as the weighted aggregation of hybrid loss from 

individual decoders. 

(c) Model Pruning 

Due to deep supervision, U-Net++ is implemented in two mechanisms, such as 

ensemble model and pruned mode. The former model collected and averaged the 
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segmentation outcomes from all branches, while in the latter mode segmentation 

outcome is chosen from single segmentation branch. The segmented output by U-

Net++ is symbolized as 
pS . Figure 5.2 signifies the architectural overview of U-

Net++. 

 

Figure 5.2: Overview of U-Net++ 

(d) Feature extraction 

Feature extraction [139] serves an indispensable role in all image processing 

tasks as it effectively retains the appropriate feature for further classification process. 

The extracted features are described as follows, 

(i) Convolutional neural network (CNN) features 

The purpose of the conv layer [140] is to refine the features from image. It 

consists of multiple layers of conv kernels, each of which similar to its weight and 

deviation parameter.  

(ii) LOOP 

LOOP is the unification of Local Binary Pattern (LBP) [141] and Local 

Directional Pattern (LDP) [142] that counterparts the limitations faced while 

preserving the strength of an image. Let e be the image intensity I  at pixel  ee v,u

and  7,...,1,0 be the pixel intensity omitting the middle pixel e . The Kirsch 

masks are arranged in the movement of such eight neighborhood pixels as 
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 7,...,1,0ee  . The Kirsch result is utilized to allocate the decimal-to-binary 

weightage. The LOOP descriptor is shown as follows, 
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e e eLOOP u v C 




                                  (5.5) 

Here, 
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                                               (5.6) 

The LOOP is signified as 2F . 

(iii) Gray level co-occurrence matrix (GLCM) 

Texture features can be easily obtained using GLCM features [143] and it is a 

matrix of how various groups of a pixel in grey levels present in an image. The 

extracted GLCM features are Angular Second Moment (ASM) [144], Inverse 

Difference Moment (IDM) [145], Entropy [146] and Correlation [147]. 

(e) Brain tumor classification using Adaptive ASWO_DbneAlexnet 

The pF is applied over classification step to categorize tumor into normal and 

abnormal conditions using DbneAlexnet. The classification process will help the 

clinical experts to determine the location, intensity, diameter and kind of tumor in a 

quick way [148]. Accurate classification of brain tumor assists the doctor to provide 

personalized treatments to the tumor affected patients. 

(i) Architecture of DbneAlexnet 

DbneAlexNet is an extended version of AlexNet mainly employed for accurate 

classification process. Here, two very small filters of  33  is employed. The purpose 

of utilizing this filter size is that it captures the picture from all rotations, such as top, 

bottom, left and right. An eLU activation layer is adopted and Unlike ReLU, eLU 

activation factor set up the activation mechanisms as it has the negative measures 

[149]. Another layer used in this structure is Batch Normalization (BatchNorm) layer 

that solves the internal covariate shift owing to changes of distribution of input. In 

order to regularize CNN models, dropout is used. This layer eliminates the unevenly 

chosen neurons while training. This degrades the involvement of such neurons while 
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doing front propagation and the weight upgrades will not be done on the neuron 

while performing retro-propagation. The architecture of DbneAlexnet is shown in 

Figure 5.3. The outcome of DbneAlexnet is signified as pJ . 

 

Figure 5.3: Architecture of DbneAlexnet 

(ii) Fine tuning of DbneAlexnet using adaptive ASWO 

The hyper parameter of DbneAlexnet is fine-tuned using designed Adaptive 

ASWO, which is the unification of Adaptive concept with Adam and SWO. 

However, SWO is achieved by incorporating SSA and WWO [150]. 

(a) Salp position encoding 

To attain the suitable solution in a M - search area [151] and it is given by, 

1M     . 

(b) Fitness function 

It is termed as the variation among actual outcome and predicted outcome of 

classification, which is expressed as, 
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(c) Algorithmic steps 

SSA [123] is inspired from the swarming nature of salps when roaming and 

foraging in oceans. On the other hand, WWO [70] is an evolutionary algorithm that 

follows the wave-inspired operators, such as propagation, refraction and breaking. 

By incorporating these two algorithms with Adaptive concept can enhance the 

convergence speed and provides better classification accuracy without compromising 

the image quality [152]. 

Step 1: Initialize the salp population 

The salp population is randomly initiated in a M - search space with bb  samples 

and it is expressed as follows, 

 bbaa21 s,..,s,...,s,ss         (5.8) 

Here, bbs denotes the overall Salp populations. 

Step 2: Determine the fitness  

To calculate the optimal solution for a precise classification task and it is 

generally calibrated by Eq. (5.7). 

Step 3: Upgrade the location of leader Salp 

The population is firstly partitioned into two groups, such as leader and follower. 

The salp at the front of the chain is considered as leader, whereas the remnant salps 

are declared as follower. As the name states, the leader guides the salp group and 

follower follows the leader. The leader salp’s location is given in expression as, 

  

  

1 2 31

1 2 3

0

0

h h h h

h

h h h h

r UB LB r LB r
s

r UB LB r LB r

    
 

    

                            (5.9) 

Here, 1
hs refers the location of initial salp in thh dimension and food source in thj

size is stated as h . The upper and lower variable is defined as UBand LB , 

respectively. ,r,r 21 and 3r are uneven numbers. The coefficient 1r is the significant 

factor in SSA and it is given by, 
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Step 4: Renew the follower salp’s location 

The follower salp’s location is upgraded by incorporating the WWO equation 

with adaptive concept. The standard expression for follower salp is given by, 

 11

2

g g g

h h hs s s                                             (5.11) 

The upgraded equation of adaptive SWO is defined below, 

     1 0,1
g g

h h h
s t s t Gaussian L                          (5.12) 

Here,  is made as adaptive, 

max

max

t
k rand

t
 

 
   

 

                       (5.13) 

Here, kmax refers the maximum wave height, present iteration is denoted as t and 

maximum iteration is specified as tmax. Moreover, rand is a random number that lies 

in the range of [- 1 , 1]. 

Step 5: Termination 

The above-mentioned procedures are repeated over and over until it satisfies pre-

defined condition and pseudo code of Adaptive ASWO is specified in Algorithm 5.1. 

Algorithm 5.1:  Algorithm for Adaptive ASWO 

Initialize the salp population M- search space with bb samples  

Calculate the fitness by equitation (5.7) 

The location of leader salp given by equitation (5.9) 

Upgrade r1 (coefficient of upper and lower variable) using 

equitation (5.10) 

for each salp (sg)  

 If (g= = 1)  

  Upgrade the leader salp’s location by Eq. (5.9) 

 else 

  Upgrade follower salp’s location by Eq. (5.12) 

 End if 

End for 

Revise the salps depending upon upper and lower bound variables 

Return M 
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5.4 Results and discussion 

This segment discusses the outcomes of Adaptive ASWO_DbneAlexnet in 

regard of evaluation measures.  

5.4.1 Experimental results 

Figure 5.4 represents the experimental results of Adaptive 

ASWO_DbneAlexnet. Figure 5.4 (a) and (b) illustrates input and pre-processed 

image. Figure 5.4 (c) implies segmented outcomes, whereas LOOP is depicted in 

Figure 5.4 (d). 

    
    

   
 

(a) (b) (c) (d) 

Figure 5.4: Experimental outcomes, (a) input image, (b) pre-processed result, (c) segmented outcome, 

(d) LOOP feature 

5.4.2 Comparative evaluation 

The performance metrics employed for assessment purpose are accuracy, TPR 

and TNR. These metrics are already defined in chapter 2. The performance of 

Adaptive ASWO_DbneAlexnetis assessed using the existing techniques, such as 

FCNN + CRF [50], SWT + GCNN [112], Bayesian fuzzy [62] and Deep CNN [54]. 

This segment delineates the estimation of Adaptive ASWO_DbneAlexnetwith in 

regard of various estimation measures. Multimodal brain tumor segmentation 
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challenge (BRATS) 2018 [82] dataset will be provided with training, validation and 

testing data.  

 

(a) Evaluation with training data 

Figure 5.5 specifies estimation of adaptive ASWO_DbneAlexnet in terms of 

different evaluation indicators. Figure 5 (a) signifies the estimation of accuracy. If 

90% data is considered, accuracy yielded by Adaptive ASWO_DbneAlexnet is 0.926 

that reveals the gain of 6.5865 for FCNN + CRF, 5.997% for SWT + GCNN, 4.149 

for bayesian fuzzy, 3.370% and for Deep CNN, 2.784%.. However, the traditional 

schemes obtained accuracy value of 0.865 for FCNN + CRF, 0.870 for SWT + 

GCNN, 0.887 for bayesian fuzzy, 0.895 for Deep CNN. Figure 5.5 (b) illustrates the 

estimation of adaptive ASWO_DbneAlexnet in regard of TPR. By considering the 

data=90%, TPR shown by designed technique is 0.931, whereas TNR gained by 

adaptive ASWO_DbneAlexnet is 0.922 illustrated in Figure 5.5 (c). Nonetheless, 

improvement resulted by designed model to that of former methodologies are 5.390, 

4.041, 3.209 and 2.656 respectively.  
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(a) 

 

(b) 

 

(c) 

Figure 5.5: Estimation with training data, (a) Accuracy, (b) TPR, (c) TNR 
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(b) Evaluation with k-value 

Figure 5.6 represents comparative estimation done by adaptive 

ASWO_DbneAlexnet in respect to indicators by measuring the k-value. Figure 5.6 

(a) portrays estimation of accuracy. If 9 is assumed as k-value, adaptive 

ASWO_DbneAlexnet offered the accuracy as 0.930 that results the performance gain 

of 6.467%, 5.708%, 4.595% and 4.053%. Figure 5.6 (b) shows the estimation of 

devised technique in accordance to TPR. If the k-value is 9, TPR of modelled 

approach is 0.935 and the TNR is specified in Figure 5.6 (c). By assuming k-value as 

9, TNR delivered by adaptive ASWO_DbneAlexnet is 0.930, while the preceding 

techniques offered the TNR as 0.870 for FCNN + CRF, 0.878 for SWT + GCNN, 

0.886 for bayesian fuzzy, 0.893 and for deep CNN. 

 

(a) 
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(b) 

 

(c) 

Figure 5.6: Estimation with K-value, (a) Accuracy, (b) TPR, (c) TNR 
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(c) Comparative discussion 

Table 5.1 specifies discussion of adaptive ASWO_DbneAlexnet. From the 

discussion, it is known that adaptive ASWO_DbneAlexnet has received the 

remarkable results with 93.00% of accuracy, 93.50% of TPR and 93.00% of TNR. 

Table 5.1: Comparative Discussion 

 
Metrics/ 

Methods 

FCNN 

+ CRF 

[50] 

SWT + 

GCNN 

[112] 

Bayesian 

fuzzy [62] 

Deep 

CNN 

[54] 

Proposed 

Adaptive 

ASWO_ 

DbneAlexnet 

Training 

data=90% 

Accuracy 86.50% 87.00% 88.70% 89.50% 92.60% 

TPR 86.70% 87.50% 88.30% 89.10% 93.10% 

TNR 86.60% 87.30% 88.50% 89.30% 92.20% 

K-value=9 

Accuracy 86.90% 87.60% 88.70% 89.20% 93.00% 

TPR 87.60% 88.00% 88.60% 89.50% 93.50% 

TNR 87.00% 87.80% 88.60% 89.30% 93.00% 

5.5 Summary 

Brain tumors are the deadly illness that is prevalently detected in all age groups 

leading to sudden death if left untreated on time. Manual diagnosis of brain tumors 

always needs medical experts and high experience to clearly diagnose the brain 

tumors. Moreover, these human assessments are inefficient and highly prone to 

errors and also take high time for processing. Huge variations in tumor kinds also 

include additional complexity. By taking this into concern, adaptive 

ASWO_DbneAlexnet is designed for tumor categorization. First of all, MRI is pre-

processed by ABF in order to demolish the artifacts available in image. After that, U-

Net++ is utilized to segment pre-processed image, which will improve the 

segmentation quality. Once the image is segmented, features like CNN, LOOP and 

GLCM texture features are refined effectively. Thereafter, brain tumor classification 

is conducted utilizing DbneAlexnet and it is finely adjusted based on adaptive 

ASWO. However, adaptive ASWO is attained by blending the adam optimizer and 

SWO with adaptive concept.  

The technique integrates various optimization algorithms and deep learning 

architectures such as U-Net++ and DbneAlexnet, leveraging the strengths of each 

component to achieve superior classification results. This integration enhances the 
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versatility and effectiveness of the classification system. The proposed technique 

contributes to ongoing research efforts in medical imaging and machine learning by 

introducing innovative approaches to brain tumor classification. It serves as a 

valuable tool for researchers studying neurological disorders and developing 

advanced diagnostic methods for clinical applications. 



125 

 

CHAPTER 

6 
Conclusion and Scope  

for Future Studies 

 

A brain tumor classification method using Deep Belief Network (DBN) is 

proposed to enhance detection performance, resolving the issues occurred during 

detection by conventional methods. The method employs a newly developed 

algorithm called SWO for training the classifier and optimizing weights. Pre-

processing eliminates artifacts and noise, SegNet facilitates segmentation, and CNN 

features are extracted for subsequent classification by DBN. The training of DBN is 

accomplished using SWO, a combination of WWO and SSA algorithms. 

Experimentation on BRATS 2018 and BRATS 2020 datasets demonstrates superior 

performance in terms of specificity, accuracy and sensitivity.  

Secondly, two novel methods, AdamSWO-DCNN and AdamSTBO+UNet++, 

for brain tumor (BT) segmentation and classification are developed. The UNet++ 

model is utilized for BT segmentation, with its weights optimized by the AdamSTBO 

algorithm, which combines Adam optimizer with the STBO algorithm. Similarly, BT 

classification is performed using the DCNN model, with weight modification 

achieved through the AdamSWO algorithm, a fusion of SWO and Adam Optimizer. 

The AdamSWO-DCNN method enhances classification accuracy by extracting 

relevant features like CNN, LOOP, LGP, PHoG, and GLCM. Experimental results 

indicate superior performance compared to existing techniques.  

A DRN model optimized using the ASO algorithm for early-stage brain tumor 

classification using MRI images is also developed. Pre-processing involves noise 

removal with a gaussian filter, followed by segmentation using SegNet. Feature 

extraction includes GLCM and CNN features, enabling brain tumor classification by 

the DRN model. The ASO algorithm tunes the DRN classifier, achieving high TNR, 

TPR and accuracy, surpassing the existing technologies. 
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Also, to address the challenges like imbalanced training data and risk of false 

positives, the Adaptive ASWO_DbneAlexnet model is developed for tumor 

categorization. The process involves pre-processing of MRI images with adaptive 

bilateral filtering (ABF) to remove artifacts, followed by segmentation using U-

Net++. Subsequent feature refinement includes CNN, LOOP and GLCM texture 

features. Tumor classification is performed using DbneAlexnet, fine-tuned with 

adaptive ASWO, a hybrid of Adam optimizer and SWO with adaptive elements. This 

adaptive optimization approach enhances the robustness and convergence speed of 

the model, leading to improved classification performance. 

In conclusion, the investigations into MRI brain tumor segmentation using 

optimization-based deep learning classifiers underscores the promising potential of 

these methodologies in medical imaging analysis. Through analysis, the effectiveness 

of optimization techniques within deep learning frameworks in accurately 

segmenting tumor regions from MRI scans is demonstrated. The application of these 

classifiers shows significant advancements in precision and efficiency, offering 

valuable insights into the potential for improved diagnostic and treatment planning in 

neuroimaging.  

As automated techniques become more prevalent in clinical settings, there is a 

growing need for explainable and interpretable AI models. Future research could 

explore methods to make the decision-making process of AI models transparent and 

understandable to healthcare professionals, enhancing trust and acceptance of 

automated techniques in medical practice. Future research could explore methods to 

make the decision-making process of AI models transparent and understandable to 

healthcare professionals, enhancing trust and acceptance of automated techniques in 

medical practice. Overall, the dissertation lays a strong foundation for future research 

in the field of medical image processing and machine learning, introducing novel 

automated brain tumor detection and classification techniques for practical clinical 

applications. 
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The dissertation begins by elucidating the fundamentals of digital image 

processing, defining a digital image and introducing the concept of pixels as its 

smallest elements. It provides insight into the acquisition of Magnetic Resonance 

Imaging (MRI) images, detailing various modalities used. The discussion then shifts 

to the types of brain tumors, with a focus on gliomas, which are a leading cause of 

patient mortality. The importance of early tumor detection to improve patient 

outcomes is emphasized. 

Various methods for brain tumor detection are reviewed, highlighting their 

limitations and the need for automated detection approaches. Manual segmentation 

of brain tumors is deemed laborious, prompting the exploration of automatic 

segmentation methods. The significance of accurate segmentation and classification 

in cancer detection and treatment is underscored, as it aids in identifying tumor 

boundaries and determining appropriate treatment strategies. The dissertation 

explores into automated techniques for brain tumor classification, using machine 

learning and deep learning methodologies. These techniques eliminate the need for 

expert intervention and offer improved accuracy and efficiency in tumor detection 

and classification. The challenges associated with achieving high accuracy in brain 

image classification are acknowledged, emphasizing the importance of overcoming 

vagueness in image interpretation. Accurate segmentation and classification are 

crucial for treatment planning and disease progression monitoring, enabling 

clinicians to precisely localize tumors and tailor treatment approaches accordingly. 

The dissertation underscores the essential role of automated techniques in improving 

diagnostic accuracy and patient outcomes in the context of brain tumor detection and 

treatment. 

MRI has emerged as a crucial tool for brain tumor detection, offering detailed 

three-dimensional images without ionizing radiation. MRI works by subjecting the 

body to a strong magnetic field and radio pulses, which excite hydrogen nuclei, 

emitting signals that reveal tissue characteristics. MRI captures data from different 

tissue types, by adjusting magnetic fields and monitoring signal decay rates, allowing 

for contrast differentiation in resulting images. Different radio pulse sequences and 

interpretation techniques optimize image quality and aid in detecting abnormalities 
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like lesions and tumors with distinct relaxation times. 

Brain tumor classification in MRI images is vital for treatment planning, early 

diagnosis, and outcome evaluation. However, classifying and diagnosing tumors 

from numerous images poses challenges, necessitating an automatic prediction 

system. This dissertation introduces a novel strategy based on Salp Water 

Optimization-based Deep Belief Network (SWO-based DBN) for brain tumor 

classification. The SWO-based DBN technique exhibits adaptability to different 

tumor types and imaging conditions, enabling robust performance across diverse 

clinical scenarios. The research makes significant contributions to the field of brain 

tumor detection and classification through the introduction of innovative 

methodologies and optimization techniques. Firstly, the proposed SegNet is utilized 

for brain tumor segmentation, leveraging the benefits of the SegNet architecture 

trained by Salp Water Optimization (SWO). SegNet's efficient storage of max-

pooling indices and the utilization of a decoder network enhance segmentation 

performance. Secondly, the research presents the SWO-based Deep Belief Network 

(DBN) for brain tumor classification. This approach categorizes tumors into edema, 

malignant, core, and benign categories, leveraging the adaptability of SWO, which 

integrates Salp Swarm Algorithm (SSA) and Water Wave Optimization (WWO) 

techniques. 

The segmentation process includes pre-processing to remove artifacts and noise, 

followed by segmentation using a customized SegNet based on SWO optimization. 

Segmented tumor regions undergo feature extraction using CNN features extracted 

from a convolutional layer. The classification task employs DBN to improve 

detection performance by deriving optimal weights using SWO. The proposed 

method integrates SWO with WWO and SSA to train the DBN classifier. The 

technique's performance relies on the quality and quantity of training data, with 

variations across datasets, affecting effectiveness. The success of the technique 

hinges on the availability of reliable training data, ensuring accurate tumor 

classification and effective utilization of the SWO-based DBN approach in clinical 

practice. 
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The dissertation introduces second innovative novel technique for brain tumor 

segmentation and classification, Adam Sewing Training Based Optimization with 

UNet++ (AdamSTBO+UNet++) for segmentation and Adam Salp Water Wave 

Optimization with Deep Convolutional Neural Network (AdamSWO-DCNN) for 

classification. AdamSTBO+UNet++ utilizes UNet++ for segmentation, with weights 

tuned by the AdamSTBO algorithm which is a hybrid of Adam optimizer and STBO. 

Meanwhile, AdamSWO-DCNN employs DCNN for classification, with weights 

adjusted by AdamSWO which is nothing but a modification of SWO with Adam 

Optimizer, integrating SSA and WWO. AdamSWO-DCNN further enhances 

accuracy by extracting relevant features like CNN, LOOP, LGP, PHoG, and GLCM. 

Several challenges hinder existing approaches, including limited availability of 

data in clinical settings, imbalanced data in brain imaging segmentation, and 

variations in imaging conditions such as magnetic field strength. Furthermore, 

reducing computation time in segmentation tasks, particularly those involving deep 

learning techniques, remains a common challenge. Despite attempts to improve 

accuracy through methods like Bayesian fuzzy clustering, prolonged training times 

persist as obstacles. The AdamSTBO + UNet++ and Adam Salp Water Wave 

Optimization with Deep Convolution Neural Network (AdamSWO_DCNN) 

algorithm addresses these challenges by utilizing excess layers and regularization 

strategies for brain tumor segmentation and classification. The integration of the 

Adam optimizer with the STBO algorithm enhances the performance of 

segmentation. Moreover, the proposed AdamSWO_DCNN employed for brain tumor 

classification, utilizing the AdamSWO algorithm that combines Adam optimizer 

with SWO, formed by integrating SSA and WWO enhances the classification 

accuracy and reliability through innovative optimization strategies. 

Additionally, the research introduces Adaptive Salp Swarm Optimization (ASO) 

with Deep Residual Network (DRN), a novel method for brain cancer identification 

using MRI images, which utilizes ASO to train a DRN classifier effectively. This 

technique enhances diagnostic accuracy and reduces reliance on manual 

interpretation. ASO optimizes the DRN parameters adaptively, potentially improving 

convergence speed and solution quality. ASO enhances the robustness and 
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effectiveness of the classification system, by dynamically adjusting the optimization 

process, navigating complex optimization spaces more effectively and reducing the 

risk of local optima. The proposed technique improves generalization performance 

by learning from diverse datasets and handling variations in input distribution, 

ensuring robust and reliable classification across different scenarios. Its versatility 

allows for diagnosing various brain tumors detected through MRI imaging, including 

gliomas, meningiomas, pituitary tumors, and metastatic tumors. The technique can 

be tailored to different clinical applications, including integration with other imaging 

modalities like CT and PET scans. In the proposed method, a DRN model optimized 

with ASO is utilized for early-stage brain tumor classification using MRI images.  

Lastly, the research presents another novel technique, the Adaptive 

ASWO_DbneAlexnet algorithm, integrating Adam optimizer and SWO with an 

adaptive concept, offering more reliable diagnostic results and enhancing the 

efficiency of brain tumor segmentation and classification. These proposed techniques 

collectively streamline the diagnostic process, reduce errors, and improve efficiency 

in brain tumor detection and classification, ultimately advancing medical imaging 

and diagnostic practices. It addresses challenges posed by heterogeneous tumor 

dimensions and image quality degradation. This method utilizes U-Net++ for precise 

tumor segmentation in MRI images, improving classification accuracy by 

considering only relevant regions. The Adaptive ASWO optimizer, derived from 

Adam optimizer and SWO, enhances model robustness and convergence speed, 

leading to improved classification performance. 

Implementing and fine-tuning these techniques requires expertise in 

optimization algorithms, deep learning, and medical image analysis. Healthcare 

professionals lacking such expertise may struggle to utilize or customize these 

methods. Additionally, training deep learning models with optimization algorithms 

demands significant computational resources, potentially limiting accessibility to 

institutions with adequate infrastructure. Overall, the proposed techniques integrate 

optimization algorithms and deep learning architectures to achieve superior 

classification results, contributing to ongoing research in medical image processing 

and machine learning, for brain tumor diagnosis and treatment planning of 
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neurological disorders. 
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