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INTERMOLECULAR INTERACTIONS IN AND BETWEEN MOLECULES AND

SUBSTRATES RELEVANT TO BIO-MEMS

INTRODUCTION

Although physico-chemical characterization of biological systems is a well established

field of research, there are many aspects that are yet to be fully understood. With the present day

proliferation of micro and nano scale bio-devices, also called bio-MEMS in general, the need for

characterization of biological systems for properties relevant to bio-MEMS is important.

MEMS (Micro Electro Mechanical Systems) is a general name given to micron sized

electronic devices capable of performing more than one kind of a task, such as electrical and

mechanical. MEMS could include functions such as optical, chemical, magnetic etc. In the

present work any molecule that is of significance to bio-MEMS will be called a bio-molecule

and molecules which are not themselves bio-molecules but can be used to understand the

interactions in them will be referred to as bio-relevant molecules.

There are two main kinds of bio-MEMS; those where the molecules are static and the

others where the bio-fluid flows. bio-MEMS used for DNA analysis is an example of the former

and an insulin pump is an example of the later. Abolfathi has given a brief introduction to

bioMEMS [Abolfathi (2006)]. In this work we consider only the former kind, i.e., micro-fluidics

is not considered here.

Structure of molecules at the liquid/solid interface is important in understanding wetting,

adhesion, biocompatibility, nucleation, boundary conditions for fluid flow and permeability of

small molecules. The study of intra and inter molecular interactions in bio-molecules is well

established. The typical routes of study are dielectric spectroscopy, infrared spectroscopy,

nuclear magnetic resonance (NMR) and X-ray diffraction. Given the complex nature of bonding

and the specific nature of interactions involved with each solvent, these intra and intermolecular

interactions are still available for study.
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One of the key features in the performance of bio-MEMS is the interaction of biological

molecules with the substrates used to make the devices. In order to understand these interactions

two distinct interactions need to be studied. One is the interaction between the bio-molecules

themselves and the other is the interaction of these molecules with MEMS substrates. The

interaction of bio-molecules and bio-relevant molecules with specific substrates is not known.

However these interactions play a key role in device performance since excessive sticking of the

molecules to the MEMS substrate leads not only to what is called stiction (sticking of the micro

scale cantilevers etc to the substrate) but also to non-availability of the molecule for specific

cause intended. On the other hand excessive rolling of the bio-molecule over the substrate is also

not desirable. Sessile drops are used even in microfluidic devices for actual chemical analysis.

With these research problems in mind the intermolecular interactions in bio-molecules

and bio-relevant molecules and their interactions with MEMS substrates is taken up for study.

SCOPE OF THE PRESENT STUDY

Extensive studies have been performed for the dielectric, spectroscopic and

conformational analysis of amino acids. Not much is known about the interaction of these

molecules with substrates such as quartz, glass, ITO etc. These interactions are important in the

performance of micro bio-devices such as bio-MEMS. The present work attempts to understand

interactions in bio and bio relevant molecules and their interactions with MEMS related

substrates.

REVIEW OF LITERATURE

A brief review of available literature for the present studies is presented. Structure of

amino acids and proteins has been the subject of interest for many researchers. The usual

methods for the determination of structure are NMR [Wishart et al., (1992); Sakakibara et al.,

(2009)], FTIR [Goormaghtigh et al., (2009); Severcan et al., (2001)], X-Ray diffraction [Diaz-

Moreno et al., (2006)] and computational methods. Since the literature on this subject is large

and not the prime focus of present work, it is not discussed any further.
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The development of micro-electro-mechanical Systems (MEMS) technology and its

integration into complex systems for biological applications has generated a new field of study,

called bioMEMS. MEMS technology brought the idea for building two dimensional (2D) or

three dimensional (3D) structures, with micrometer-scale precision, using different materials

with differing chemical or physical properties such as polymers, metals and dielectrics. The

complexity of MEMS technology correlates with the requirements from biomedical applications,

resulting in a large range of bioMEMS applications, from biosensors, immune-isolation devices,

micro-needles or injectable micromodules up to pacemakers and cardiology devices.

Hydrogen bonds in liquids and between liquids and substrates play an important role in

the fabrication of bio-MEMS. The spectroscopic studies of free OH stretching bands in liquid

alcohols taking into account the concomitant effect of both rotational isomerism and hydrogen

bonding by Palombo et al., (2006). Large changes in contact angle values as a function of

alcohol concentration were observed at small alcohol concentrations by B. Janczuk et al., (1985).

The static permittivity, relaxation time and Kirkwood correlation factor decrease with increase

concentration of butyl methacrylate in alcohol was found by Sivagurunathan et al., (2007) by

study dielectric of butyl methacrylate-alcohol mixtures by time-domain reflectometry.

Hydrogen bonds were studied from a theoretical point of view, among others, by

Kollman and Allen (1972), through computations by Makarewicz (2008), from spectroscopic

experiments by Tuttle et al., (2004) and also from statistical analysis of the data available on

hydrogen bonds in literature as seen from the works of Sarma and Desiraju (1986) and Desiraju,

(1991,1996). The present research work concentrates on computational and experimental

methods. Literature available on computational studies of hydrogen bonds include studies using

semi empirical Hartree-Fock methods [Rios and Rodrigues (1992), Madhurima and Jonathan

(2010)], ab intio Hartree-Fock methods [Nagy and Erhardt (2008)], Density Functional Theory

(DFT) [Sim et al., (1992)] and Monte Carlo methods [Georg et al., (2005)] among others. The

present study will use semi empirical and ab initio hartree-fock methods.
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Contact angle can be used to study intermolecular hydrogen bonded systems.

Intermolecular hydrogen bonds increase the surface tension in any given liquid and consequently

reflect as a change in the contact angle of the liquid with a substrate. Experimental results for the

temperature dependence of the contact angle of liquids on non-polar solids have been presented

by Schonhorn (1966). Hua Hu et al., (2002) have investigated experimentally the evaporation of

a sessile droplet with a pinned contact line by analytic theory and by computation using the finite

element method (FEM).

Contact angle of amino acids on polymeric substrates has been studied by Bayramoglu

(2005). Changes in wetting and energetic properties of glass caused by deposition of different

lipid layer. Initial spreading kinetic of high-viscosity droplets on anisotropic surface was studies

by Bliznuk et al., (2010). Due to evaporation of drop the contact angle is altered. Evaporation of

water droplet on polymer surface studies were performed by Jung-Hoon Kim (2007). Droplet

evaporation study applied to DNA chip manufacturing has been studied by Dugas et al., (2005).

Experimental and computational studies of self-assembly of trimethylamine oxide (TMAO) at

hydrophobic interfaces and its effect on protein adsorption: has been studied by Gaurav Anand et

al., (2010).

The use of attenuated total reflection (ATR) for the study of IR spectra of proteins on

substrates is dealt with in the review article by Chittur (1998). Protein and membrane fouling

were studied using FTIR by Delaunay et al., (2008). Determination of protein structure in

aqueous media using FTIR spectroscopy has been dealt by Haris and Severcan (1999). Use of

ATR measurements to determine the secondary structure of proteins has been discussed by

Goormaghthig et al., (2009). The anomaly between the spectrum of aqueous proteins by ATR

and transmission method has been attributed to dispersion effects.



5

OBJECTIVES

Study the intermolecular interactions between small molecules that can throw light on the

interactions in bio molecules such as amino acids. The objective of the present work is to

 Study bio-relevant molecules such as simple liquids that possess the functional groups

that are available in the bio molecules. Examples are acids and amines.

 Study of bio-molecules will include simple amino acids and proteins.

 Study of the interactions of small molecules and bio molecules with solid substrates that

are relevant to MEMS. The substrates intended for studies are glass, quartz, glass coated

with Indium Tin Oxide (ITO) and silicon, since they are used in bio-MEMS.

 The studies will include FTIR studies, contact angle studies and computational

conformational analysis.

EXPERIMENTAL METHODOLOGY

The present work will involve experimental and computational techniques. The

experimental methods to be undertaken are contact angle measurements and FTIR spectroscopy.

Computational method will involve determination of the minimum energy conformer of the

molecules using a method such as Hartree-Fock or density functional theory (DFT).  A brief

introduction to each of the methods is presented here.

FTIR Spectroscopy

Visible light does not penetrate biological tissues beyond about 1 cm, since it is strongly

absorbed by the tissues. Water, a strong absorber of light has an absorption peak at about 900 nm.

However these tissues and molecules show characteristic absorption spectra in the Near -IR and

IR frequency regions.

Absorption of infrared radiation by any material arises primarily from molecular

vibrations. The frequency of vibration (and hence the absorption intensity) is dependent on the

molecular interaction and hence infrared spectroscopy is among the sensitive tools for the study

of weak molecular interactions. It has the added advantage of being non-destructive. The spectral

line positions and shapes are sensitive to local solid effects such as stress, strain and defects; this
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can complicate the interpretation of spectra and also be useful to study the effect of defects etc.

IR spectroscopy is hence a function of the chemical bond in the specific context.

In this experiment the intensity of a probe IR beam after interaction with the sample is

measured. This intensity (in the absorption or transmittance or reflectance mode) is a function of

the molecular interactions that exist in the system. Measurements are made in the range of 400-

4000 cm-1. The ratio of the intensity before and after the light interacts with the sample is

determined. The plot of this ratio versus frequency is the infrared spectrum. In the Fourier

Transform Infra Red (FTIR) spectrometer, a Michelson interferometer is made use of to ensure

that beams of all frequencies traverse the same optical path. In this method the signal-to-noise

ratios are better by orders of magnitude and they also have a better resolution.

For an IR beam of intensity Io passing through a material, if It is the intensity of the

transmitted beam, the transmittance  at a  given frequency (T) is defined as

If the measurement is made in the reflectance mode the reflection (R) coefficient is similarly

Where Ir is the reflected intensity.

In the absorption mode the Beer-Lambert law has to be invoked. The absorption coefficient A is

given by

Where  is the absorption coefficient of the material at the given frequency, b is the

sample thickness and c is the concentration of chemical bonds responsible for the absorption.

Beer-Lambert law can be used to quantify the IR spectra, to the first approximation. For

quantitative analysis it is better to use the system in the absorption mode and for qualitative

...(1)t
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analysis, it is better to use in the reflectance mode. The reflectance mode is important for the

study of surface layers on substrates.

In typical IR spectra three characteristics are commonly examined: peak position,

integrated peak intensity and peak width. Each bond that is IR sensitive (subject to the

appropriate quantum mechanical selection rules) has a specific peak position. The peak position

is sensitive to the local chemical environment and the shift in the peak position is characteristic

of the local interactions. In organic materials, C-H bonds have stretching modes around 3200cm-1

and C = 0 around 1700 cm-1. In solids and liquids, peak width is a function of the homogeneity

of the chemical bonding.

For many applications, quantitative band shape analysis is difficult to apply. Bands may

be numerous or may overlap; the optical transmission properties of the film or host matrix may

distort features, and features may be indistinct. If one can prepare samples of known properties

and collect the FTIR spectra, then it is possible to produce a calibration matrix that can be used

to assist in predicting these properties in unknown samples.

Attenuated total reflection

In the ATR mode the IR beam is transmitted into a special crystal such as ZnSe. This

crystal can sustain surface modes and the sample is kept flush with the crystal. The reflection

spectrum is recorded. This technique is especially useful for samples mounted on opaque

substrates. The present study will use a FTIR spectrometer with ATR facilities in the range of

400-4000 cm-1.

Surface contact goniometry

Surface contact Goniometer is an instrument which is used for studying the contact angle

between the liquid and the substrate. From this we can determine the surface tension and

adhesive energy which are important parameters governing the nature of the material. These

parameters can be determined from the Drop shape analysis. It is a convenient way to measure
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contact angles and thereby determine surface energy. The principal assumptions of this analysis

are as follows.

 The drop is assumed to be symmetric about a central vertical axis. This means that it is

irrelevant from which direction the drop is viewed.

 The drop is not in motion in the sense that viscosity and inertia play a role in determining

its shape, i.e., interfacial tension and gravity are the only forces shaping the drop.

Contact angles are measured by fitting a mathematical expression to the shape of the drop

and then calculating the slope of the tangent to the drop at the liquid-solid-vapor (LSV) interface

line. Detail result for FTIR and Goniometer will be included in the final thesis.

Computational methodology

Experimental analysis is insufficient to draw a conclusion in order to attain a good result

we have to include computational analysis for the same to get a clear picture. In our work we

used Gaussian 03 software. The dielectric properties of a polar material depend on the magnitude

of the dipole moment of the molecules, which, in turn, is a function of the conformation of the

molecule. Experimental dielectric spectroscopy of liquids does help in the determination of the

dipole moment of the system. The dipole moment thus determined from experiments is a time

average over the various possible conformations. Thus tangible conclusions cannot be drawn

about the exact molecular conformation. But at the micro and nano scales, such as those involved

in MEMS, precise knowledge of the molecular conformation is important. The magnitude of the

dipole moment thus determined can be compared with the experimental value to understand the

contribution of solvation effects. The present work presents the results of conformational

analysis of some alcohols and phenols and their binary systems based on the Hartree-Fock

formalism. Since this formalism invokes the Born-Oppenhiemer approximation, only the

electronic wave function and not the complete wave function of electrons and nuclei, is

considered. The multi electron Schrodinger wave equation is given by

2
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1 1
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where the symbols have the usual meanings. The capital suffixes denote the nuclei and

the lower case suffixes refer to the electrons. E(R) gives the potential energy surface, from which

the equilibrium geometry and other physical parameters such as vibrational frequencies can be

determined. (r;R), the electronic wave function, is contains information pertinent to the

molecular polarizabilities, the dipole moment and higher multipole moments of the system. Here

the relativistic effects are not considered. The equations are solved in a Self Consistent manner

The cost of HF calculations scales as the fourth power of the number of basis functions

used to describe the system [Madhurima., ( 2006)] due to the number of two-electron integrals

necessary for describing the Fock matrix. Semi empirical methods reduce the computational cost

by reducing the number of such integrals by assuming the Zero Differential Overlap (ZDO)

which neglects all products of basis functions depending on the same electron coordinates when

located on different atoms [Mukherji., ( 2004)]. The output conformation of the semi-empirical

studies at STO-3G basis is given as the starting geometry for the ab initio calculations performed

with the 6-31 G(d) basis set. Here 6 Gaussian functions are used to describe the core region, 3 for

the outer valence region and 1 for the inner valence region. Further, polarized functions are

added to atoms other than hydrogen. The excess energy of the binary system indicates the

strength of the hydrogen bond formed.

TENTATIVE CHAPTERIZATION OF THESIS

The provisional organization of the thesis is as follows.

 Chapter 1 will contain an introduction to the various interactions being studied.

 Chapter 2 will discuss in detail the experimental and computational methodology

employed for the present work.

 Chapter 3 will contain the research findings on the small molecule systems such as

alcohol, amines etc, their binary systems and their interactions with solid substrates.

 Chapter 4 will contain the findings on bio molecules such as amino acids and proteins

and their interactions with solid substrates.

 Chapter 5 will expound the results with a detailed discussion and summarize the outcome

of the work.
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Introduction

1.1 Intermolecular interactions

The knowledge of intermolecular forces is required for the understanding of

chemical complexes such as clathrates, hydrogen-bonded networks, biological molecules

such as DNA, RNA etc. Molecular forces are broadly classified into (a) intramolecular

forces and (b) intermolecular forces. Intramolecular forces are those that help in the

formation of a molecule and are usually a few orders of magnitude larger than

intermolecular forces, such as, hydrogen bonds. For example the energy required to

break an O-H bond in water is 222kcal/mol as compared to 9kcal/mol of the

intermolecular hydrogen bonds. The present work concerns with intermolecular forces

and hence no further reference will be made to intra-molecular forces.

Typical intermolecular forces that are encountered are (a) London dispersion

forces (b) Debye forces (c) Keesom forces and (d) Hydrogen bonds. The former three are

collectively known as van der Waals forces.

London dispersion forces are interactions between instantaneous dipole and

induced dipoles. Debye forces are forces of interaction between a permanent dipole and

the corresponding induced dipole while Keesom forces arise from interactions between

two permanent dipoles. Understanding of van der Waal’s forces is of particular interest

in bio-mimicry (Autumn et al., 2002).

Hydrogen bonds are stronger than van der Waals bonds and more directional too.

They are the characteristic interactions of biomolecules that are also seen in non-

biological systems. A brief introduction to hydrogen bonds is presented below.

Chapter - 1
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1.2 Hydrogen Bonds

Although the term hydrogen bond has been in use for over a century, a clear

definition is yet to be made and being discussed (Arunan et al., 2011). Usually, hydrogen

bonds are thought of as interactions of the X-Y---H-Z kind with bond energies between

0.5 to 40 kcal/mol (Novakovskaya, 2012). This definition takes into account the basic

fact that in hydrogen bonds, one hydrogen atom is bound to two other atoms. This unique

property of hydrogen to bridge between two atoms (intramolecular bonds) or two

molecules (intermolecular bonds) gives rise to the associative properties of hydrogen

bonded liquids. There are a number of definitions of hydrogen bond, but most of them

acknowledge the importance of the presence of a highly electronegative Y atom. The

presence of a highly electronegative Z gives rise to (usually) a strong hydrogen bond

while a weakly electronegative Z atom can lead to a weak hydrogen bond where the

boundaries between hydrogen bond and van der Waals bond are blurred.

There have been many other definitions of hydrogen bonds based on (a) the physical

forces involved (b) hydrogen donors and acceptors (c) hydrogen bond distances and

hence energies etc. The various methods employed to study hydrogen bonds includes

measurement of physical properties such as density, boiling point etc., spectroscopic

techniques such as NMR, FTIR, neutron diffraction, Raman etc., computational and

theoretical methods.

The significance of weak intermolecular interactions such as hydrogen bonds is

when intermolecular interactions dominate over other effects in a system. Hydrogen

bonds contribute to the anomalous properties of water (Stokely et al., 2010), partially to

the stabilization of the secondary, tertiary and quaternary structures of proteins, to the

structures of polymers, to control molecular aggregates (Gallant et al., 1991) and to
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adhesion (Tareste et al., 2007) among many other phenomena.

Various reviews, monographs and textbooks on hydrogen bonds are available

(Forlani, 2007; Hirsch, 2003; Jacobsen and Brasch, 1965; Guardia et al., 2005).

1.3 Hydrogen Bonds in Biological Systems

Depending on the strength of interactions the distance between nearest neighbors

in biological systems is between 1.5 to 3.5 A. Hence hydrogen bonds in these systems

fall broadly into this range of bond lengths. The importance of hydrogen bonds in

biological systems stems from the fact that bio molecules are either hydrogen bonded or,

like in the case of lipids, react biologically through a hydrogen bonding interaction

(Sharkhel et al., 2004). Self assembly of bio molecules also depends on hydrogen bonds

(Lin and Mao, 2011).

The importance of hydrogen bonds in biological systems arises from the fact that

these bonds have relatively small strength. Most biological processes require rapid

reactions occurring close to 10-9s. Hydrogen bonds allow fast association and

dissociation so that many combinations of interactions can be checked before the correct

association of molecules. It is understood that the specificity of biological systems comes

from the trial and error of different sterically complimentary interactions between two

molecules, until the best interaction is found.

Some of the early accounts of hydrogen bonds are by Latimer and Rodebush

(1920), Bernal and Megaw (1935), Huggins (1936 and 1942) and the book on chemical

bonding by Pauling (1939). This was followed by studies indicating the importance of

hydrogen bonding in the  and  structures of protein (1951) and in base pairing in DNA

helix (Watson and Crick, 1953).
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Hydrogen bonds are responsible for the structure of proteins and also for the

stability of complex biological molecules such as DNA. Proteins have many

physiological functions and constitute mainly of C, H, O and N along with other

elements. All proteins are made of 20 basic building blocks called amino acids. Proteins

are characterized by their primary secondary and tertiary structures. The primary

structure of protein is defined by the sequence of amino acids connected by peptide

bonds. Two strands of the primary structure are often interlinked through hydrogen

bonds to give rise to the secondary structure, which is usually in the form of coils or

pleats. The alpha helix and beta strands are different ways of saturation of the hydrogen

bond donors and acceptors in the peptide backbone. The three dimensional structure of

protein is called the tertiary structure and is usually globular in shape and hydrogen

bonds are among the factors that stabilize the tertiary structures of proteins. Quaternary

structure of proteins refers to a larger collection of proteins.

When studying the molecular interactions in large molecules such as proteins, it

is an accepted convention to study small molecules with similar interactions as

prototypes of the larger molecules (Zhang et al., 2008). The hydrogen bonds in proteins

and amino acids can be understood by studying the hydrogen bonds in binary mixtures of

liquids, which exhibit similar bonds. Hence the study of intermolecular interactions in

proteins can be done through the study of proteins, amino acids and binary liquids that

exhibit similar hydrogen bonds.
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1.4 Bonding and Bio-MEMS

Interaction of biomolecules with substrates is of current interest with far reaching

implications. For example, the interaction of proteins with substrates has applications in

nanotechnology, biomaterials and biotechnology (Grey, 2004). Studies show that

proteins undergo conformal changes when they come into contact with a surface, both at

the solid-liquid and the liquid-vapour interfaces. The conformation in retained more on

charge neutral hydrophilic surfaces than on hydrophobic surfaces. In similar environment

of protein tertiary structure, depending on the influence of amino acids residue in protein

(interaction of different amino acid with protein), the twenty amino acids residues have

been divided in to nine groups (Saha et al., 2005); [Glycine, Serine,Threonine],

[Alanine,Valine], [Proline, Phenylalanine, Tyrosine, Tryptophan], [Histidine],

[Cysteine], [Methionine, Leucine, Isoleucine], [Aspartic acid, Glutamic acid],

[Asparagine, Glutamine] and [Arginine, Lysine].Those classifications are useful for

residue characterization like size, hydrophobicity, aliphatic or aromatic or

conformational flexibility of the side chain etc. Adhesion bonding technology for bio-

MEMS has been designed for the bonding of glass/photoresist (SU8) structures to glass

cover plates for the fabrication of micro-fluidic devices with integrated 3D-micro-

electrode arrays, based on the preparation of ultra-thin adhesive layers between precision

machined cylinders and roll-to-surface print transfer onto micro-machined substrates

(Kentsch et al., 2006). Bio-MEMS include various forms like lab-on-a-chip, microarray

chips, microfluidic chips, or μTAS (micro Total Analysis System), drug delivery

components and enable miniaturized instruments on chips. Their sizes vary from a few

millimetres on edge to 1mm in thickness. Most of these devices require only a tiny

volume a few l of sample liquid for performing synthetic, analytical and detection
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analysis.

1.5 Present study

The present work consists of both computational and experimental studies. Using

Gaussian-03 software and by applying Hartree-Fock method, computational studies were

performed to determine the most stable conformer of the molecules The experimental

studies undertaken are contact angle measurements, FTIR spectroscopy and dielectric

studies using RLC meter and Abbe refractometer. A brief introduction to each of the

methods is presented in chapter 2. Substrates relevant to uses in bio-MEMS devices like

glass, stabilize mica, nylocast, silicon, epoxy FR4, acrylic, fiber reinforce plastic (FRP),

polypropylene, aluminium oxide (Al2O3), polyurethene, teflon, indium tin oxide (ITO)

and hylam are chosen for the present study. The choice of liquids taken for study is based

on the type of interaction seen in biomolecules. Liquids chosen are Alcohols (methanol,

ethanol, isopropanol, butanol, hexanol and octanol), aniline and acetone. Binary mixture

of aniline-alcohols or acetone-alcohol form the prototype of hydrogen bonds of the N-H-

-O and C=O--H kinds formation in biomolecules and a parallel studied on amino acid

namely aspartic acid, cystein, glutamic acid, phenylalanine, histidine, tyrosine,

methionine, arginine, proline, valine, threonine, lysine, leucine, isoleucine, tryptophan,

alanine, serine and glycine and protein (ubiquitin and bovine serum albumin) has been

taken up. Since amino acids and proteins are well soluble in water, their saturated

solutions in water are made to contact with different substrates. By using a modified spin

coater technique as discussed in chapter 2, biomolecules are coated on the glass

substrate. The literature survey corresponding to the various systems are presented at the

corresponding places in the next few chapters
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1.6 Arrangement of thesis

Organization of thesis is based on the systematic studies of hydrogen bond of the

type    N-H--O and C=O--H from the organic binary liquid to biomolecules. The second

chapter of the thesis consists of details of computational and experimental techniques

used for the present study and their application to study of intermolecular interactions is

discussed in detail. The third chapter consists of results and discussion on small organic

molecules like alcohols, aniline and acetone, their binary mixture and how these systems

interact with different solid substrates. The interactions occurring in small molecules are

prototypes for those in larger bio molecules. The fourth chapter details the contact angle

studies of various bio-molecules such as amino acids and proteins. The interactions

between amino acids and protein, amino acid with substrates, amino acids with test

liquid (static/dynamic) and amino acids coated layer by layer on glass substrates are

presented in the chapter. The fifth and final chapter consists of the overall summary and

discussion of the entire work with a few possible areas of further research being

identified.



CHAPTER- 2
Experimental Details
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Chapter 2

Experimental Details

Details of computational and experimental techniques used for the present

research are discussed in this chapter. The computational methods used are based on the

Hartree-Fock formalism. The experimental methods used are (a) dielectric

measurements at RF (b) refractive index measurement (c) FTIR spectroscopy and (d)

contact angle measurement. Guggenheim’s method (Guggenheim, 1951) was used to

determine the experimental dipole moment from the dielectric parameters.

2.1 Computational Methods

2.1.1 Introduction

Computational methods were used to determine the following (a) the

conformation of single molecules of the liquids of choice (b) the conformation of binary

combinations of the liquid molecules in the 1:1 ratio to inspect the actual site of

interaction(s) between the two molecules (c) solvation of a molecular dipole by a

solvent, by treating the solvent to be a dielectric continuum, according to Onsager’s

model (Onsager, 1936). Each of these is discussed below in detail. Gaussian-03 software

was used for all these computations on a HP Workstation.

The motivation for computational studies is the difficulty in obtaining molecular

conformations from experiments. Since computations come with inherent errors, the

results of the dipole moment obtained are compared with experimental results for cross-

checking. Although IR spectra can be determined from the same studies, it was not done
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in the present case since the IR spectral frequencies obtained from computations are

known to contain systematic errors and need to be scaled based on experimental data.

Since the present studies aim at looking only at the shift in peak frequency, detailed

computational studies for this were not taken up.

The Self Consistent Field-Hartree Fock (SCF-HF) method was used for all the

computations. In this method the solutions to the time independent Schrodinger equation

of the molecule is obtained in a self-consistent fashion. Here the molecular orbits are

taken to constitute of a linear combination of atomic orbits (MO-LCAO). The orbits are

expanded in terms of basis set of choice. Specific electron-electron interactions are not

taken into account but are treated on an average and the calculations are done within a

mean-field framework.

The main drawback of the Hartree-Fock method is that the wave function is

defined for a single conformation. Energy is minimized to obtain the most stable

conformation by varying molecular parameters such as bond length and bond angle. This

usually gives only local minima on the potential map. Many initial conformers have to

be taken up for study in order to obtain the global minima. Hence the procedure

becomes tedious, especially when dealing with large molecules.

2.1.2 Hartree Fock Method

The Hartree-Fock (Jensen, 1999; Atkin et al., 1997; Strich, 1993) method is an

approximate method to determine the ground state wave function and the ground state

energy of a many-body quantum mechanical system. In this method it is assumed that

the exact N-body wave function can be replaced by a single Slater determinant for a

fermionic system. The solution wave function is determined by using the variational



Chapter 2

10

method. Calculations can be performed for closed-shell systems with all shells doubly

occupied (Restricted Hartree Fock - RHF) or for open shell systems where some of the

shells are singly occupied (Unrestricted Hartree-Fock - UHF). Only RHF has been used

for the present study.

The time-independant Schrodinger equation is employed for describing the electron

distribution and is given by

H E  ... (1)

In the above equation, H is the Hamiltonian operator and E the energy operator and 

their corresponding wave function.

The many body Hamiltonian of an electronic system is given by

Tot n e ne ee nnH T T V V V     ... (2)

where, nT =Kinetic energy of the nucleus

eT = Kinetic energy of the nucleus

neV =Potential energy between electron and nucleus

eeV = Potential energy between electrons

nnV = Potential energy between nuclei

2

1

,

1

2

Tot n e mp

e e ne ee nn

N

mp i
iTot

or H T H H

H T V V V

H
M 

  

   

    
 

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Here, eH is the electronic Hamiltonian operator and mpH is called the mass-polarization

( TotM is the total mass of all the nuclei and the sum is over all electrons).

The time independent Schrodinger equation with the nuclear position (R) and electron

coordinates (r) is given by

( ) ( , ) ( ) ( , ), 1,2,3....e i i iH R R r E R R r i    ... (3)

The total exact wave function can be written as an expansion in the complete set of

electronic functions, with the expansion coefficient being a function of nuclear

coordinate.

1

( , ) ( ) ( , )Tot ni i
i

R r R R r  




 ... (4)

Substituting the value of eqn. (4) in eqn. (1), we get

 
1 1

( ) ( , ) ( ) ( , )n e mp ni i Tot ni i
i i

T H H R R r E R R r   
 

 

    ... (5)

The nuclear kinetic energy is essentially a differential operator, and we may write it as,

2 2

2 2 2
2

2 2 2

1
2

, ,

n a n
aa

a a a

a
a a a

T M

a
X Y Z

X Y Z

    

   
      

   
       



Where the mass dependence, sign, and summation is implicitly included in the 2
n ,

ecpanding eqn. (5) we get.
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 2 2

1 1

( ) 2( )( ) ( )i n ni n i n ni ni n i ni i i ni mp i Tot ni i
i i

E H E           
 

 

          ... (6)

Applying the orthonormality condition and bra-ket notation, eqn. (6) can be written as

 2 2

1

2n ni j ni j n i n ni j n i ni j mp i ni Tot nj
i

E H E           




         ...

(7)

Applying the adiabatic approximation where the form of the total wave function is

restricted to one electron surface ( i j in eqn.7 are neglected, only the terms with i=j

survive). Except for the spatially degenerate wave functions, the diagonal first order

non-adiabatic coupling element is zero.

 2 2
n j j n j j mp j nj Tot njE H E           ... (8)

Discarding the mass polarization, since it depends on the nuclear masses and its

contribution to the energy is very small. Reintroducing the kinetic energy operator we

have

 ( ) ( ) ( ) ( )n j nj Tot njT E R U R R E R    ... (9)

where, ( )U R is known as the diagonal correction of the nuclear masses.

In the Born-Oppenheimer (BO) approximation the motion of nucleus is neglected for the

separation of electronic and nuclear motion and the diagonal correction is neglected. The

resultant Schrodinger equation takes the form given in eqn.10, where the electronic

energy plays the role of a potential energy.
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 
 

( ) ( ) ( )

( ) ( ) ( )

n j nj Tot nj

n j nj Tot nj

T E R R E R

T V R R E R

 

 

 

 
... (10)

The nuclei move on a potential energy surface (PES) in Born-Oppenheimer

approximation which is a solution to the electron Schrodinger equation. The potential

energy surface is independent of nuclear mass when two or more energetically electronic

Schrodinger equation comes close, the Born-Oppenheimer approximation breaks down.

Since the Schrodinger equation still does not include electron-electron quantum

mechanical correlations and it does not treat electron as fermions. Slater determinant has

to be taken in to account. A single Slater determinant can be written as a sum of

permutation over the diagonal of the determinant, where the diagonal product is denoted

as  and the determinant wave function is represent by 

 (1) (2)..... ( )NA N A      ... (11)

Where,
1

0

1 1
( 1) 1 ...

! !

N
p

ij ijk
p ij ij

A P P P
N N





 
      

 
  

The first operator is the identity, while ijP generates all possible permutation of two

electron coordinates and ijkP for three electron coordinates etc. The antisymetrizing

operator A commutes with H, and A acting twice is same as A acting once multiply by

the square root of N factorial.

!

AH HA

AA N A




... (12)
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Now consider the Hamiltonian operator. The nuclear-nuclear repulsion does not depend

on electron coordinates and is a constant for a given nuclear geometry. The nuclear-

electron attraction is a sum of terms, each depending only on one electron coordinate,

which is same for electron kinetic energy. The electron-electron repulsion depends on

two electron coordinates.

21

2

1

e e ne ee nn

N

e i
i

N
a

ne
i a a i

N N

ee
i j i i j

a b
nn

a b a a b

H T V V V

T

Z
V

R r

V
r r

Z Z
V

R R





   

  

 
















... (13)

Base on the number of electron indices, the operators for the above equation are

2

1 1

1

2

1

a
i i

a a i

ij

i j

N N N

e i ij nn
i i j i

Z
h

R r

g
r r

H h g V
  

   





  



 

... (14)

The one electron operator ih , describes the motion of electron i in the field of all the

nuclei, and ijg is a two electron operator giving the electron-electron repulsion. We note

that the zero point of the energy corresponds to the particles being at rest ( eT = 0) and

infinitely removed from each other ( - 0).ne ee mV V V 
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The energy may be written in terms of the permutation operator as (using eqn. (11) and

egn. (12)

!

( 1) p

p

E H

A H A

N H A

H P

 

  

  

   

... (15)

The nuclear repulsion operator does not depend on electron coordinates and can

immediately be integrated to yield a constant.

nn nn nnV V V     ... (16)

For the one-electron operator only the identity operator can give a non-zero contribution.

For coordinate 1 this yields

1 1 2 1 1

1 1 1 2 2

1

(1) (2)... ( ) (1) (2)... ( )

(1) (1) (2) (2) ..... ( ) ( )

N N

N N

h N h N

h N N

h

     

     

  





... (17)

as all the MOs 1 are normalized. All matrix elements involving a permutation operator

give zero.

1 12 1 2 1 1

1 1 2 2 1

(1) (2)... ( ) (1) (2)... ( )

(1) (1) (2) (2) ..... ( ) ( )

N N

N N

h P N h N

h N N

     

     

  

 ... (18)

This is zero as the integral over electron 2 is an overlap of two different MOs, which are

orthogonal. For the two electron operator, only the identity and ijP operators can give a

non-zero contribution. A three electron permutation will again give at least one overlap

integral between two different MOs, which will be zero. The term arising from the

identity operator is
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12 1 2 12 1

1 2 12 1 2

1 2 12 1 2 12

(1) (2)... ( ) (1) (2)... ( )

(1) (2) (1) (2) .... ( ) ( )

(1) (2) (1) (2)

N N

N N

g N g N

g N N

g J

     

     

   

  



 

... (19)

and is called a Coulomb integral. It represents a classical repulsion between two

charge distributions described by 2
1 (1) and 2

2 (2) .The term arising from the ijP

operator is

12 12 1 2 12 1

1 2 12 1 2

1 2 12 2 1 12

(1) (2)... ( ) (1) (2)... ( )

(1) (2) (1) (2) .... ( ) ( )

(1) (2) (1) (2)

N N

N N

g P N g N

g N N

g K

     

     

   

  



 

... (20)

and is called an exchange integral, which has no classical analogy. Note that the order of

the MOs in the J and K matrix elements is according to the electron indices. The energy

can thus be written as

1 1 1

1
( )

2

N N N

i ij ij nn
i i j

E h J K V
  

     ... (21)

Figure 2.1: Hartree-Fock method

H=E

HF equations

= single determinant

Additional
approximation

Semi-empirical
methods

Addition of more
determinants

Convergence to exact
solution
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2.1.3 Self consistent field (SCF) technique

Self consistent field technique begins with a set of approximate orbitals (basis

set) for all of the electrons in the system, where it selects one electron as a starting

geometry. The potential energy of the system in which the electron moves is calculated

by freezing the distribution of all the other electrons, by treating their averaged

distribution as a single centro-symmetric source of potential. It calculates the selected

electron in Schrodinger equation to get a new and more accurate orbital for that electron

and repeats the procedure for all the other electrons in the system. A single cycle is

complete once each electron has been evaluated. The process is started again with the

first electron evaluated, using the newly calculated orbital as the starting point. It

continue this process through the iteration (repeating, or cycling) process until the

calculations does not change the values of the orbital and declare the calculation to be

done, as the orbital are now considered to be self-consistent.

Figure 2.2: Flowchart of Hartree-Fock Method.

NoSCF
Converged

Yes

Initial Guess
Molecular orbital

(1-electron vector)

Calculate
Properties
End

Input 3D
coordinates of
Atomic nuclei

Fock Matrix
Formation

Fock Matrix
Diagonalization
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2.1.4 Determination of molecular conformations

Gaussian03 software (Frisch et al., 2003) is used for the present studies and

the operating mode is shown in fig 2.4. Gaussian03 software is a computational program

where the conformation is run using Hartree-Fock Self Consistent Field (HF-SCF)

method. In this studies optimization of the molecules are based on the energy of

interaction and dipole moment. The relation (HA + HB - HAB) is used for calculating the

hydrogen bond energy between 1:1 binary mixtures of the liquids, where HA the energy

of one single molecules and HB is is the other molecules, for a binary mixture it is

expressed in HAB. In this computational program different basis sets are employed for

the various conformer. A basis set is a set of functions or a series of number to describe

where the electrons are in proximity to the nucleus and are used to create the molecular

orbital, which are expanded as a linear combination of each coefficient of wave

functions. But these basis functions are usually not actually the exact atomic orbital,

even for the corresponding hydrogen-like atoms, due to approximations and

simplifications of their analytic formulas. When a calculation is performed, the

commonly used a basis has finite number of atomic orbitals, which is centered at the

nucleus. Otherwise, the functions are centered on lone pair or on bond. Slater type

orbital (STO) were initially used for calculation. They decay exponentially with the

distance increase from the nucleus and can be expressed mathematically as

 
0.53

rSTO e 


   
 

. Later Gaussian type orbital were used as it is easier to calculate

overlap and other such integrals with Gaussian basis functions, which led to huge

computational savings and can be expressed as    20.75
2 r

GTO e





 . The basis sets

normally employed are minimal basis set (as the name minimal, they are use to obtain
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first look at one or more molecular properties giving quantitative result. Examples of

minimal basis set are STO-3G and STO-6G), split-valence basis set (it takes

responsibility for the electron that involved in bonding and chemical reaction, perform a

thorough and careful calculation for the valence electron but not for the core electron.

Example of split-valence basis set are 3-21G and 6-31G), polarized basis set (some of

the electron might stray to other orbital and polarization must take in to account, a

polarized basis set give the exact location of the electron. They are indicated by a ‘*’,

example of polarized basis set are 3-21G* or 3-21(d) and 6-31G(d)) and diffuse basis set

(it extend the distance away from the nucleus to locate the random position of the

electron. They are indicated by ‘+’ example of diffuse basis set are 3-21+G and 6-

31+G). The basis set selected is namely STO-3G, 6-31G, 6-31G (d) and 6-31G (d, p).

STO-3G is the minimal basis set, represent electron density well in valence region and

beyond but it cannot represent electron density well near the nucleus. It is a linear

combination of 3 Gaussian type orbital fitted to one Slater type orbital. 6-31G is a split

valence basis set where the core orbital is described by 6 Gaussian function and the

valence is described by two Gaussian type orbital, first one having 3GTO and second

having 1 GTO. 6-31G (d) and 6-31G (d, p) are polarised basis set where d functions to

heavy atom other than hydrogen atom and P function to hydrogen atom.

2.1.5 Hydrogen bond energies calculation

The hydrogen bond energy at the site of molecular interaction is calculated by

the general relation

H=HA+HB-HAB
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The energy of one liquid is assigned as HA and the other as HB in the binary system.

Each liquid system is optimized in the Gaussian 03 software independently. The energy

of the binary liquid in the 1:1concentration ratio is assigned as HAB. The difference

between the sum of the two pure liquids energy and the binary of the two liquid gives

the total hydrogen bond energy exist between the two moieties. The hydrogen bond

energy is expressed as kcal/mol. where the hydrogen bond distance is measured using

Gausview 3.09 software tools as shown in fig 2.3, and is expressed in
o

A

Figure 2.3: Technique for identifying the hydrogen bond distance.

2.1.6 Onsager Solvation Model

For the calculation of solvation effect, Onsager’s solvation model is

employed for the present study. In this method it is assumed that on solvation the solvent

molecules surround the solute molecules. This model considers a polarisable dipole with

polarizability  at the centre of a sphere, the sphere represents the solvent which is

treated as a continuous medium of dielectric permittivity . The solute dipole induces a

reaction field in the surrounding medium which inturn induces as electric field in the

cavity (reaction field) which interact with the dipole. In Gaussian 03 software Onsager

model is obtain by using the keyword SCRF=DIPOLE (dipole induced dipole model).
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The radius of the cavity and the dielectric constant of the solvent is supplied as input and

run for different particular basis set. Onsager’s solvation model uses a spherical cavity

for the solvent and approximates the solute to be a dipole. The reaction field as

calculated in Gaussian 03 is given by the equation

 2 ( 1) / ( 2)R V    

where V is the volume of the solvent molecule,  the dipole moment of the solute and 

the permittivity of the solvent. The cavity size V strongly effects the calculation

(Onsager, 1936). In the present study V was determined using an in-built calculation in

Gaussian 03, where V is defined as the volume inside a contour of 0.001 electron/bohr3

density. The molecular volume thus determined is accurate to two significant figures.

Figure 2.4: Operating mode of Gaussiam03.
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2.2 Dielectric Studies

2.2.1 RCL meter for determination of static permittivity (0).

The PM 6303A Automatic LCR meter from M/S Fluke operating at a frequency

of 1 khz as shown in fig. 2.5 was used for precise measurements of capacitance from

which the static dielectric constant (0) of liquids was determined. The measurement

result, the numerical value, dimensions, and the equivalent electrical symbol, is

displayed on the four digit liquid crystal display, which is updated at a rate of two

measurements per second. A microprocessor controls the measurement process,

computes the measurement value, and transfers the result to the display (RCL manual,

1995).

This instrument can measure, in addition to the basic R, L, C values, the Quality

factor (Q), dissipation factor (D), parallel resistance (Rp), series resistance (Rs),

Impedance (Z), parallel capacitance (Cp) or parallel inductance (Lp), series capacitance

(Cp) or series inductance (Ls) and the phase angle ( ).

The component measurement is based on the current and voltage technique.The

component voltage and the component current are measured and converted into binary

values. The CPU calculates the electrical parameters that are selected.

Each measurement cycle lasts approximately 0.5 seconds and consists of five single

measurements, the result of which are stored and arithmetically evaluated. Finally the

result is transferred to the display. The five single measurements are as follows:
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1. Reference measurement: At the beginning of each measurement cycle, a

reference measurement is performed. The measured value serves as reference for

the subsequent four measurements.

2. Voltage measurement: 0o

3. Voltage measurement: 90o

4. Current measurement: 0o

5. Current measurement: 90o

At the end of the single measurements, the five values are stored. Using the

measurement values, the microprocessor calculates the equivalent series resistance Rs,

the equivalent series reactance Xs, and the quality factor Q=Xs/Rs of the component. The

auto mode decisions are based on the values of Q and D determined as shown in the fig

2.5.

Figure 2.5: Experimental setup of RCL meter.
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Figure 2.6: Operating mode of RLC meter.

A coaxial cylindrical capacitor cell was used for measurements. The two cylindrical

shells have a very small spacing between them, which is filled with some dielectric

medium.

The capacitance of the cylindrical capacitor is given by:

= 2 … (22)
Where l = length of  cylindrical shells

b = radius of outer shell

a = radius of inner shell

εo = relative permittivity of free space

The photograph of the coaxial cell is shown in fig 2.7
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Figure 2.7: Cylindrical capacitor Figure 2.8: Capacitor cell.

The capacitor was placed in a cell made of a 25 ml borosil beaker shown in fig. 2.8.

Since the bottom of the beaker was not flat, it was cut circular glass and sealed with

araldite. The sealing is required to ensure that there is no leakage since if there is any

leakage; it would affect the volume of the liquid in the capacitor.

2.2.3 Abbe refractometer for determination of refractive index (n)

Refractive index (n) is measured to determine the high frequency dielectric

permittivity (inf) since inf = n2. Although ideally this measurement has to be done at

UV frequencies, it is known that for most organic liquids measurements made using

sodium vapor source are > 99.9% of the expected value and are hence routinely used in

literature. Refractive indices have been measured using an Abbe refractometer shown in

fig.2.9.

The basic principle of the refractometer is the application of the Snell’s law. When the

refractive phenomenon of the light occurs at the interface of two different media, it

abides by Snell’s law.

n1sinα1 = n2sinα2
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In fig. 2.9, n1 and n2 represent the refractive indices of two media on both sides of the

interface.

α1 =    Angle of incidence

α2 =    Angle of refraction

If the light enters from an optically denser medium to an optically rarer medium, the

angle of incidence should be smaller than the angle of refraction. By changing the angle

of incidence, the angle of refraction should be up to 90o, the angle of incidence at this

moment should be called the critical angle. Abbe Refractometer for the determination of

refractive index is just based on the principle to measure the critical angle.

Figure 2.9: Abbe refractometer. Figure. 2.10: Ray diagram of two media

In fig 2.11, when light rays of different angles project to the AB surface, if they are

observed in the vertical direction on the BC surface with a telescope, a half dark and a

half bright view field can be seen fig 2.12 the interface between the bright and the dark

is the position of the critical angle.
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Figure 2.11: Refractive prism of refractive index N2

Figure 2.12: Interface between bright and dark

Fig 2.11 is a refractive prism, with its refractive index of N2. Above the AB surface is

the test piece (transparent solid or liquid), with its refractive index of N1.

From Snell’s law, we can obtain the equation:

= − − …(23)
The refraction angle and the refractive index n2 are known, when the critical angle i is

measured. The refractive index n1 of the test piece can be calculated by using eqn.23.
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2.2.4 Dipole moment determination from Guggenheim’s method

Dipole moment of the 1:1 binary system was determined from Guggenheim’s

method (Rojo et al., 1999) as given by eqn. 24.

… (24)

where,

subscript 12 indicates solution and subscript 1 indicates solvent. K is the Boltzmann

constant, N is the Avogadro number and T the absolutes temperature at which the

experiment is conducted, the mean value of /c is calculated from the graph as shown in

fig 2.13.

Figure 2.13: Typical graph for  vrs concentration

The basis of the above equation is that for a molecular liquid the static permittivity (0)

has contributions from electronic and dipolar polarizations (neglecting atomic

2
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polarization), where as the square of refractive index, which is the high frequency

permittivity, has contributions only from electronic polarization. The difference between

0 and n2 is thus an indicator of the dipolar polarization in the molecule. When a polar

molecule is diluted in a non-polar solvent, the effect of the solvent is subtracted from the

net polarization by defining

Eqn. 24 is an empirical relation and is valid strictly in the infinite dilution regime where

there are no dipole-dipole interactions between the solute molecules.

2.3 Fourier Transform Infrared Spectroscopy

2.3.1   Introduction

Infrared is a part of electromagnetic spectrum that lies between the visible and

the microwave region, in the frequency range between 3×10
11

- 3.9×10
14

Hz. In this

frequency region atomic/molecular vibrational transitions are induced. There are three

distinct region in infrared namely near-infrared (lies in the region between 4000-12800

cm-1), mid-infrared (lies in the region between 400-4000 cm-1) and far-infrared (lies in

the region between 10-400 cm-1). Each of these regions provides with distinct

information. The present studies are done in the mid-infrared frequency region. For the

sake of convenience, usually the wave number is used in place of frequency. The

relation between the wave number and wavelength is given by 1






and its unit is cm-1.

When infrared radiation is passed through the sample, depending on the molecular

vibration of the sample, some radiation is absorbed and some is transmitted creating a

molecular finger print of the sample. This fingerprint is useful for the analysis of

molecular structure of solid, liquid and gases.
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2.3.3 IR theory

IR radiation emitted from black body source does not have sufficient energy to

induce electronic transitions and the absorption is restricted to a certain vibrational states

causing a net change in the dipole moment of the molecules. The IR beam is absorbed

by the molecular vibrations of the sample only if the frequency of the radiation is in

resonance with the molecular vibration, causing a change in the amplitude of the

molecular vibration.

Since the position of atoms in molecules is random, there are various degrees of freedom

for the atoms and hence there is a possibility of a number of different vibrational modes.

If N be the number of atoms present in the molecules then the fundamental modes of

vibration for the non-linear molecules is given by 3N-6 degrees of freedom and for

linear molecules 3N-5 degrees of freedom.

Figure 2.14: Modes of vibrations in molecules.

Vibrational modes belong mainly to two types (a) those in which there is a change in

inter-atomic distance such as stretching (asymmetric and symmetric) and (b) those with

a change in bond angle including modes such as bending (rocking, scissoring, wagging

and twisting).

For the simplest of analysis, the atoms are treated according to Hooke’s law as masses

(of mass m) and the inter-atomic bonding is treated as a spring of spring constant (k).

The strength of k determines the strength of the bond. The interatomic vibrations are
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hence treated as simple harmonic motions about the mean atomic positions. According

to Hooke’s law the vibrational frequency of the spring can be written in terms of wave

number as

11

2

k
cm

c


 




Where k=force constant

 =reduced mass of the system

Thus, it is seen that increasing the mass of the atoms will reduce the frequency, and

increasing the strength of the bond or the force constant will result in the increase in

vibrational frequency. Hence if bond is more polar the infrared spectra arising from the

bond is more intense.

However, the vibrational motion in a molecule is quantized. Only those transitions that

follow the selection rule J= 1  are allowed. Where J is the total quantum number.

As the force constant increases, the vibrational frequency (wave number) also increases.

The force constants for bonds are: Single bond = 5 x 105 dyne/cm, Double bond = 10 x

105 dyne/cm, Triple bond = 15 x 105 dyne/cm. As the mass of the atoms increases, the

vibration frequency decreases.

Using the following mass value:

C (carbon) =
23

12

6.02 10
a.u; H (hydrogen) =

23

1

6.02 10
a.u

Frequency of C–H stretching is calculated to be 3032 cm–1. The actual range for C–

H absorptions is 2850–3000 cm–1. Now it can be seen that the calculated value is greater
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than the range of the C-H stretch given. The range depends on the types of molecules to

which C-H stretch is attached. It can vary depending on the mass of the atoms attached

to it and also on the nature of the molecules. So there is no exact value for a particular

bond, but the range can be expected from the IR spectra taken for the molecule required.

The region of an IR spectrum where bond stretching vibrations are seen depends

primarily on whether the bonds are single, double, or triple or if they are hydrogen

bonds. The  following  table  shows  where  absorption  by single, double, and  triple

bonds  are  observed  in  an  IR spectrum.

Table 2.1: Absorption region of various bonds.

BOND ABSORPTION  REGION (cm-1)
C–C, C–O, C–N 800–1300
C=C, C=O, C=N, N=O 1500–1900
C≡C, C≡N 2000–2300
C–H, N–H, O–H 2700–3800

1000 2000 3000 4000 5000
0

1

2

3

A
bs

or
ba

nc
e 

a.
u

wave number cm-1

Figure 2.15: Typical IR absorption spectra.
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2.3.2 Instrument and Software

The FTIR instrument from M/S ABB BOMEM, shown in fig 2.16 consists of a

spectrometer and a computer with proprietary software. The spectrometer generates an

interferogram using a Michelson interferometer arrangement. The proprietary software

installed for data acquisition and fitting is called “Horizon”.

Figure 2.16: FTIR spectrometer setup.

Figure 2.17: Block diagram of Michelson interferometer
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The interferometer consists of a beam-splitter that splits the incoming infrared

beam (containing infra red radiation of many frequencies) into two. One beam is

reflected off a mirror fixed in space. The other beam is reflected off a movable mirror.

The two reflected beams combine again causing an interference beam. The resulting

beam is called an interferogram and it has the unique property that every data point (a

function of the moving mirror position) has information about every infrared frequency

that comes from the source. By measuring the interferogram, all frequencies are

measured simultaneously.Thus a Michelson interferometer acts as a fourier transform

spectrometer and the speed of measurement of all components is its advantage. Since

most analysis requires spectra in the frequency domain, a fast fourier transform (FFT) is

performed by the computer software.

Figure 2.18:  Working of FTIR.

FTIR spectra can be recorded either in the absorption mode or in the

transmission mode. In fact, the two are inter-convertible even after the spectrum is

recorded. All spectra of the present studies were recorded in the absorption mode.
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The ABB-BOMEM MB-3000 FTIR spectrometer that was used comes with

ZnSe windows that are useful under high-humidity conditions. Since the samples are all

liquids, the ATR (attenuated total reflection) technique, shown in fig 2.19, was used for

all the studies. In this method, by the principle of total internal reflection, the IR beam

passes through IR transparent (zinc selenide) crystal and passes multiple times through

the sample placed flush with the ZnSe crystal, as shown in fig 2.19. The IR beam

penetrates the sample to a few microns in depth and absorbed at the characteristic

absorption frequency giving the absorption spectra at the final output stage (Schmitz,

1972). The main advantage of this technique is that since the signal passes multiple

times through the sample, the absorption spectral sensitivity increases.

Figure 2.19: ATR technique

2.4 Contact angle measurement studies.

2.4.1 Introduction

The nature of wetting of surface by liquids is a function of cohesive and adhesive

force. The molecular interaction among the liquids is a cohesive force and the

interaction with the substrates is an adhesive force. They are the consequence parameter

for the existence of the wetting.  Complete wetting occur when the adhesive force

dominate the cohesive force. On controlling the surface energy of the substrates by

IR radiation

ATR crystal
Detector

Sampl
e
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coating, exposed to some particular frequency of light source or by changing the

concentration of the liquids the wetting behaviour can be altered. Contact angle

measurement is an important tool for the characterization of the wetting system and

interfacial phenomenon. When water is made to contact with substrates, depending on

the angle () the substrates is designated as hydrophilic (which is less than 90o),

hydrophobic (if it is more than 90o), superhydrophilic (if it is less than 30o)and

superhydrophobic (if it is more than 150o) surface. Superhydrophobic are of two type;

sticky surface and slippy surface which have a different wetting characteristic.

Depending on the surface morphology (roughness, smoothness, thickness and

adhesive energy) of the substrate and surface tension of the liquids (cohesive force), the

interaction of the liquid with the substrates can be determined and analyzed through

contact angle studies. Contact angle ( ) is the angle between the surface of the solid and

the outline tangent of a drop deposited on a solid surface. The angle between these two

lines is called contact angle as shown in the fig 2.20.

Figure 2.20: Typical figure of contact angle made by liquid on the substrate

The contact angle between substrates and liquids are related by the young equation

(Young, 1805).

Where, YSV=solid-vapor interfacial tension, YSL=solid-liquid interfacial tension and

YLV=liquid-vapor interfacial tension.

cos SV SL

LV

Y Y
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2.4.2 Detail of instrument and technique

2.4.2.1 Goniometer instrument

Rame Hart contact angle goniometer consists of camera and software to capture

the drop image and to analyze the drop profile. The modern day’s goniometer consists of

charge coupled device (CCD) camera, holder for goniometer micro syringe, a flat stage

table to place the solid substrate which is to be examined. The CCD camera is a device

which is specially designed to convert optical brightness into electrical amplitude signal

using a many CCDs, and then reproduce the image of a subject using the electric signals

without time delay. This instrument is used to measure the contact angle of sessile drop

on a solid substrate. The instrument is useful for measuring advancing and receding

contact angles, static and dynamic contact angle and surface tension and also for the

surface energy of the solid substrate. They are also very good for dynamic and

advancing contact angle measurement. Rame-Hart model 250 standard goniometer was

used for the present studies. A photograph of the instrument is shown in fig 2.21.

Figure 2.21: The Rame-Hart Contact Angle Goniometer
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It also has automated software controlled dispensing system with a nozzle and a piping

system fitted to it to increase the accuracy and the speed of dispensing drops to produce

sessile and pendant drops. A straight needle is used normally for manual dispensing of

test liquid. The schematic representation of automated dispensing system is shown in fig

2.22.

Figure 2.22: Automated dispensing system

2.4.3 Technique

When a drop of the experimental liquid is carefully placed on the substrate on the

flat stage table of the Goniometer, the CCD camera captures the profile of the liquid

drop over the substrate and the picture is presented on the screen, the fiber optical lamp

being illuminated from the background. The fixing of the crosshair cursor is very

important in the measurement of contact angle. The horizontal solid-liquid interface

must be aligned with the horizontal cursor line or the base line, as this determines the

mathematical surface where the contact angle is to be measured.
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2.4.3.1 Measurement of surface energy and surface tension

Contact angle goniometer can calculate the surface energy of the substrate

(Carre, 2007; Hansen, 2004), surface tension (Roe et al., 1967) and dynamic of the

liquid on the substrates (Young, 1805). From Young’s equation we can measure the

contact angle and liquid-vapor interfacial tension directly but other quantity like solid-

liquid and solid-vapor interfacial tension cannot be measured directly from the

experiment. Dupree modified the Young’s equation by introducing the concept of

adhesion and it is the work done to separate the two phases given as W=YSV+YLV-YSL

Comparing the above equation with Young’s equation, the adhesive energy is given as

W=YLV (1+cosθ) ...(25)

This equation is known as Young-Dupree equation. To measure the solid vapor

interfacial tension Fowke first split the total surface tension as the sum of the dispersive

and polar component of surface energy. Later Owens-Wendt (Owens and Wendt, 1969)

apply the geometric mean method and finally showed that adhesive energy can be

expressed as the geometric mean of dispersive and polar component of surface free

energy of solid and liquid phases as

…(26)

This equation can be solved by introducing a pair of polar and non-polar liquid. The

standard polar liquid used was water and non-polar liquid as Diiodomethane. Owens-

Wendt geometric mean method cannot be applicable for all samples so later on Wu

(Wu, 1971) measured the adhesive energy of low energy surfaces and came to a

conclusion that adhesive energy can be expressed as the harmonic mean instead

(1 cos ) 2( )D D P P
LV S L S LY Y Y Y Y  
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geometric mean of dispersive and polar component of surface free energy of two phases

as.

…(27)

The choice of liquids used for Wu method is also same as Owens-Wendts method.

From the value of contact angle of sessile drop of a liquid over the solid substrate, one

can measured the strength of interaction forces between the molecules of the solid

substrate and the molecules of the liquid used.

Among many other techniques for the calculation of surface energy, multiliquid tool is

taken up for the present studies. Multiliquid tool is an extension of Owens-Wendt

geometric mean method where we use

(1 cos ) 2 2d d P P
LV S L S LY Y Y Y Y   ...(28)

The above equation can be simplified as

(1 cos )

2

P
Ld PLV

S Sd d
L L

YY
Y Y

Y Y


 

…(29)

This equation is of the form Y=mx+c, Where

(1 cos )

2
L

d
L

Y
Y

Y




,

P
L

d
L

Y
X

Y


,
P

Sm Y
,

d
SC Y …(30)

(1 cos ) 4
D D P P

S L S L
LV

D D P P
S L S L

Y Y Y Y
Y

Y Y Y Y


 
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Using series of liquids with different polarity four different straight lines is obtained.

From the best fit line polar and dispersive component of surface free energy of solid can

be calculated. The probes liquids used were water, glycerol, and diiodomethane.

For the calculation of surface tension pendant drop method is employed as shown in fig

2.23. Pendant drop method is calculated from Young-Laplace equation as shown in

eqn.31.

2
ogR

Y




 …(31)

Where, Y is the surface tension liquid,  is the density different between the drop and

air, g is the acceleration due to gravity, oR is the radius of curvature of the liquid drop

and  is the shape factor.

Figure 2.23: Pendant drop method for the calculation of surface tension
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