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1.1. Nuclear Data 

The term ‘nuclear data’ has a broad meaning which represents the quantitative results 

of scientific investigations of the nuclear properties of matter. It includes all data which 

describe either the properties of nuclei or their interactions. It involves production and 

description of the properties of atomic nuclei and the fundamental physical relationships 

thereby characterizing the physical processes underlying all nuclear technologies. In all 

branches of nuclear science and technology, nuclear data finds widespread use covering 

energy applications such as fission reactor design, nuclear safety, reactor monitoring, nuclear 

fuel cycles, accelerator driven systems etc. It also includes non-energy applications such as 

production of radioisotopes for medical and industrial applications, personnel dosimetry and 

radiation safety, cancer radiotherapy, radiation damage studies etc. along with basic research 

(e.g. nuclear astrophysics) and education. Generally, all the nuclear data can be grouped 

under three headings: nuclear structure data, nuclear decay data and nuclear reaction data. 

1.1.1. Nuclear structure and decay data 

The numerical data related to the nuclear structure and nuclear decay data are well 

documented by the major database Evaluated Nuclear Structure Data File (ENSDF) while 

related bibliographic data are contained in Nuclear Science References (NSR). Atomic and 

nuclear decay data encompass the information on half-life, total decay energies (Q-value), 

branching fractions (if more than one known decay mode), α -particle energies and emission 

probabilities, β -particle energies, emission probabilities and transition types, gamma ray 

energies, emission probabilities and internal conversion coefficients, electron-capture and β+-

particle energies, transition/emission probabilities and transition type etc. Radioactive 

nuclides are generally prepared by means of either reactor irradiation or charged particle 

accelerator and controlled bombardment of carefully prepared targets. The radioactive decay 
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data find many practical applications in the calculation of total radioactivity, heat generation, 

transmutation products, etc. The recent enhancing application of radioactivity in medicine, 

especially in vivo diagnostic and therapeutic studies results in rising demands on accurate 

decay data obtained from accurate internal radiation dose calculation. 

 The nuclear structure data contains information on the properties of the excited states 

of the nuclei. Detail information on nuclear structure which covers all the discrete levels up to 

the continuum of the nucleus, and even beyond, is obtained through spectral studies on 

nuclear processes. Most of the decaying nuclei have energies about 3 MeV or somewhat 

higher as a result of which the nuclear levels populated in the decay product are mostly 

characterized up to excitation energies of 2–3 MeV. The in-beam gamma-ray spectroscopy 

following an (n,γ) reaction which can provide information on the level structure of the 

product nucleus up to about 8 MeV (Qaim, 2010). 

1.1.2. Nuclear reaction data 

Nuclear reaction data have been a crucial resource in nuclear technology such as 

fission and fusion energy, safeguards, environmental monitoring, activation analysis of 

materials, dosimetry, radiation safety, radioisotope production, medicine, radiotherapy and 

medical diagnostics. It also finds tremendous applications in basic science such as nuclear 

physics, astrophysics, nuclear chemistry and earth science. Based on nuclear theory and 

phenomenology, various reaction models have been developed and they have been verified 

by experimental nuclear reaction data which are further utilized for the revision of evaluated 

nuclear reaction data (Ref. JKPS from phone). Various types of nuclear reaction data 

information are stored in EXFOR, CINDA and ENDF. 

In contrast to nuclear structure and radioactive decay data, whose scope is generally 

limited up to excitation energies of ~10 MeV, the nuclear reaction data cover a very broad 
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span of energies, extending from a few MeV up to the region of several GeV. The lower side 

of the energy scale is typical of neutrons encompassing cold, thermal and epithermal regions 

whose major applications are related to structural analysis of solids, quantitative 

determination of elements via activation analysis, and fission reactor technology. The neutron 

capture cross sections and fission yields are useful for production of radionuclides, especially 

for medical applications. The energy region from about 10 keV to a few MeV can be reached 

both by neutrons and charged particles, and it is particularly interesting for astrophysics and 

fusion research, especially with respect to the interactions of light charged particles. Neutrons 

up to 20 MeV have been extensively utilized in the development of work related to fast 

reactors and future fusion technology. With increasing energies, monoenergetic neutrons 

become rarer, so that work above 30 MeV is done mostly using charged particles or spectral 

neutrons (Qaim, 2010).  

1.2. Nuclear data libraries 

The importance of nuclear data in vast areas has direct impact in the development of 

standard nuclear data libraries for the collection and distribution of nuclear data on a world-

wide scale. The issue has been identified and addressed by the International Network of 

Nuclear Reaction Data Centres (NRDC) under the coordination of IAEA Nuclear Data 

Section (NDS) at Vienna. NDS carries out IAEA activities concerning the development and 

dissemination of nuclear and atomic data for applications. NDS provides more than 100 data 

libraries which are freely available to all users all over the world. The development of nuclear 

database is a tedious task involving the following steps (Alhassan, 2015): 
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1.2.1. Experimental data 

Experimental nuclear data are needed to validate and make necessary update in the 

existing theoretical nuclear reaction models. They are also required for nuclear data 

assimilation. Experimental data can be divided into differential and integral data. 

i) Differential data measurement:  These include the measurement of microscopic 

quantities such as cross sections, fission yields and angular distributions as a function of the 

energy of the incoming particle, e.g., neutron. They are measured at a large number of 

experimental facilities, such as accelerators, world-wide. These data are collected, compiled 

and stored in the EXFOR database. Very often, the measurements are compared with the 

theoretical model calculations (Koning and Mengoni, 2009).  

ii) Integral data measurement (benchmarks): Integral data measurement includes the use 

of integral data obtained from microscopic quantities such as cross-sections, for testing and 

validating nuclear data libraries. They are used to measure macroscopic quantities such as 

flux or keff. The experiments are often referred to as benchmarking experiments and the data 

are usually copyrighted and are accessible to the organizations working with them. 

1.2.2. Model calculations 

 Since it is impossible to construct nuclear database from experimental data alone, 

nuclear reaction codes such as TALYS (Koning et al., 2008) and EMPIRE (Herman et al., 

2007) were implemented. They are used for providing data where experimental data are 

scarce or unavailable. The main advantage of using nuclear reaction models is that various 

partial cross sections can be automatically summed up to the total cross section leading to 

internal consistency within evaluated files. 
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1.2.3. Nuclear data evaluation 

Nuclear data is a generic notion which comprises the physical properties related to 

nuclear structure and nuclear reactions. Sometimes the experimental data show discrepancy 

and often fail to cover wide range of energies for the various nuclear processes including the 

different nuclides. On the other hand, the theoretical models are evolving to generate 

completely reliable data. Thus, the inconsistent and incomplete experimental data are 

combined with the optimum theoretical data illustrating the experimental data for the 

complicated process of evaluation. The evaluated nuclear reaction data are complete 

providing a reliable set of data. They contain all reactions and cover all energy regions, even 

where experimental data are missing, insufficient or inconsistent with some other 

experimental data sets. However, the process of evaluation itself is a complicated and tedious 

process, resulting from a careful analysis of the available existing data. It includes 

interpretation and comparison of experimental and theoretical data, validation against the 

benchmark experiments, evaluation of statistical and systematic errors, analysis for internal 

consistency and uniformity with monitor cross-sections, etc. The output of the evaluation 

process is a single output file referred to as recommended data set for a particular nuclear 

process corresponding to an isotope (Gunsing et al., 2015).  

1.2.4. Simulation Codes 

The evaluations which are used worldwide are approved by safety authority and 

nuclear industries and finally used in simulation codes for reactor design and safety 

assessment (Rochman and Koning, 2011). 

1.2.5. Sensitivity Analysis  

The sensitivity or uncertainty analysis of the evaluated data is the process of 

quantifying the relative importance of input variables to the system response. They are 
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extremely important as they serve as input for various applications. They usually mean 

determination of the fraction of variance in the response due to the variance in a particular 

input variable. There are a number of different approaches to this problem, varying in 

mathematical complexity and required computational effort, depending upon the type of 

information the analyst is attempting to generate. The sensitivity analysis of the nuclear data 

increases their quality and thus making them more reliable and efficient for further use. The 

sensitivity analysis of the nuclear data gives a measure of how the nuclear system parameters, 

especially in the case of reactors the parameters like keff, are sensitive to the data uncertainty 

(Salvatores et al., 2007). The data thus generated after sensitivity analysis are highly 

recommended for the use for the integral measurements and reactor designs. The graphical 

representation of a nuclear data cycle is shown in Figure 1. 

 

Figure 1: Graphical representation of a nuclear data cycle. 
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1.3. Covariance and its significance in nuclear data measurement 

One of the major objectives in basic science is to provide reliable uncertainties on 

physical quantities which play an important part in the applied technology. The uncertainties 

of the experimental and evaluated nuclear data are found to be useful in the applications of 

nuclear data, e.g. for sensitivity and uncertainty analysis of reactor performance parameters in 

nuclear reactor physics. In fact, the evaluation of nuclear data highly improves after the 

introduction of the concept of covariance analysis. Therefore, in contemporary simulations, a 

major role is played by the uncertainty of nuclear data (Stanga and Muntele, 2000). The 

Nuclear Data Section of IAEA is also encouraging experimentalists to perform appropriate 

uncertainty propagation and its well documentation. 

 Furthermore, nuclear data are always inter-correlated to a certain degree, for instance 

cross section between different energies, different reactions, and even different materials. The 

uncertainties as a “sum of squares” is only true if the quantities involved are uncorrelated. 

Therefore, in order to propagate the uncertainty data correctly, the covariance matrix is 

required. The form of covariance depends on how it was produced. It is not measurable; so  

long as it’s mathematical form is correct, many versions of a covariance matrix are possible. 

To ensure consistent reactor calculations, it is of utmost importance to correctly estimate 

uncertainties and correlations of nuclear data (Gasper Zerovnik, 2012).  

1.4. Neutron energy spectrum code-Energy of Proton Energy of Neutron (EPEN) 

The 7Li(p,n)7Be reaction is widely used as quasi-monoenergetic neutron source 

because it can produce large amount of relatively low energy neutrons. In India, the 14 UD 

Pelletron Accelerator at the Tata Institute of Fundamental Research, Mumbai (BARC-TIFR 

Pelletron) and Folded Tandem Ion Accelerator at the Bhabha Atomic Research Centre 

(BARC-FOTIA) are currently the main accelerators serving as 7Li(p,n)7Be neutron sources 
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for neutron induced reaction cross-section measurements, and various activation cross-section 

measurements have been performed for neutron captures up to En ~ 17 MeV with these 

neutron sources. The time-of-flight and multiple foil activation techniques cannot be applied 

at these accelerators due to the continuous beam structure and weak neutron flux. Therefore, 

experimentalists using these accelerators have to rely on calculated neutron energy spectra for 

subtraction of the 7Li(p,n1)7Be contribution whose cross sections can be very pronounced as 

they have lower neutron energies. Therefore, we developed the nuclear reaction code-Energy 

of Proton Energy of Neutron (EPEN). The code was developed by using the 7Li(p,n)7Be 

reaction as neutron source. The code was initially designed up to 4 MeV but recently it had 

been extended to 7 MeV.  

For proton energy greater than 7 MeV, the contribution due to three-body break up 

has become so pronounced that we do not find any evaluated data above this energy. For 

proton energies greater than 1.95 MeV, the evaluated data compiled by Liskien and Paulsen 

was adopted. For proton energies below 1.92 MeV, the neutron production is double valued 

i.e. for each angle of emission, there are two neutron energies. At these near threshold 

regions, we adopted the formulation prescribed by Macklin and Gibbons (Macklin et al., 

1958). The differential cross section between 1.92 and 1.95 MeV were obtained by using 

spline fitting interpolation. 

1.5. Scope of present research work 

The neutron-induced reactions on zinc isotope have many practical applications in 

biology and medicines, nuclear reactors and astrophysics. Stable zinc isotopes (atomic 

number Z = 30 and mass numbers A = 64, 66, 67, 68, and 70) are located at the lower end of 

the distribution of fission products. At thermal neutron energy, the fractions of Zn isotopes to 

total fission yields are estimated to be less than 0.001%.  
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The cross sections for some neutron-induced reactions on zinc isotopes have a 

significant influence on various applications and basic science fields. The neutron cross 

sections of Zinc isotopes are needed for the design of fusion reactor and the evaluation of 

radiation damage in the structural materials of reactors. In various nuclear power plant 

systems, the radiation doses are increasing due to the accumulation of radioactive materials. 

Therefore, the necessity of reducing the operators’ exposure to radiation has been increased. 

To reduce the radiation fields and corrosion in the primary system, zinc is injected into the 

reactor coolants. It has the characteristic of changing the ingredients of the corrosion oxide 

layers of the primary systems to a stable state by causing a discharge of the radioactive 

products such as Ni, Fe, Co, etc. that exist in the oxide layers. These radioactive products are 

substituted by zinc due to its high substitution energy. Therefore, the injection of a very small 

quantity of zinc not only reduces the radioactivity by removing the radioactive materials and 

formation of stable oxide layers, but also enhances the anti-corrosion properties of materials. 

To obtain such definite characteristics, a high concentration of zinc is applied for corrosion 

reduction and low concentration for radioactive reduction (EPRI, 2011). 

70Zn is also one of the signatures of the s-process during shell carbon burning in 

massive stars. In the solar system, about half of the nuclei beyond iron are produced by the 

slow neutron capture process (s-process), the other half by the rapid neutron capture process 

(r-process), and a marginal contribution is provided by the so-called p-process (Burbidge et 

al., 1957). The s-process path in the region around zinc starting from 64Zn is completely 

bypassing the r-only nucleus 70Zn which is produced when the 69Zn branching is open during 

the initial high neutron-density phase and during the final neutron burst (Reifarth et al., 2012; 

Pignatari et al., 2010 ). The s-process starting from 70Zn has contribution for the formation of 

71Ga via 71Zn and hence, 70Zn(n,γ) reaction has linked the s-process path through 71Ga. Its 
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overabundance can also be used as an indicator of the strength of the nuclear reaction flow 

through the branchings along the s-process path (The L.S. et al., 2007). 

 

Figure 2: Schematic diagram of s, r and p – processes nuclear reaction flow. 

When the incident neutron energy crosses the inelastic threshold energy (884.92 keV), 

the cross section decreases very rapidly. This is due to the 70Zn(n,n’)70Zn inelastic scattering 

channel. When the incident neutron energy crosses the inelastic threshold energy, the 

compound inelastic contribution rises rapidly and predominates, whereas the direct 

component increases more gradually. The decrease in the cross section is also predicted by 

TALYS-1.8 (Koning et al., 2008) with different level-density models and gamma-ray 

strength functions. Therefore, the importance of nuclear data at this region motivated us to 

perform an experiment at neutron energies lower than the inelastic threshold energy. 

Although the neutron induced reactions on 70Zn have many applications, the cross 

sections of 70Zn(n,γ)71Znm at neutron energies 0.96 MeV and 1.69 MeV (Punte et al., 2017;  

Otuka et al., 2017) are the only available cross sections of the reaction in the MeV regions 

compiled in the EXFOR (Otuka et al., 2014). Certain data are found at thermal neutron 

energy and at kT~25 keV performed by Reifarth et al. (2012). The small fraction of 70Zn 

abundance relative to other Zinc isotopes also makes it difficult to detect in the spectra of 
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stellar atmosphere or interstellar medium (The L. S. et al., 2007). Hence, the present work 

aims at reporting new 70Zn(n,γ)71Znm (3.96 ± 0.05 hrs) cross sections experimentally 

determined at incident neutron spectrum averaged energies of 0.40 MeV and 0.70 MeV. This 

will help in improving high quality nuclear data libraries required for computations and 

experimental support. 

Modern evaluation tries to provide not only the best estimate of the cross section but 

also its uncertainty and covariance describing correlation among cross sections of the same 

reaction or even different reactions (cross correlation). In order to provide the uncertainty and 

covariance in addition to the best estimate of the cross section based on the experimental 

knowledge, data evaluators need detailed documentation of the uncertainties in each 

experiment. However evaluators often face difficulty due to lack of sufficient documentation 

of the experiment (Otuka et al., 2017). Therefore, besides reporting new experimental value, 

the purpose of this paper is to give a detail report in the uncertainty propagation and 

presentation of covariance analysis between the cross sections determined at present work 

along with the earlier reported values at incident neutron spectrum averaged energies of 0.96 

MeV and 1.69 MeV. 

1.6. Neutron Activation Analysis 

In neutron activation method, the sample is bombarded with neutrons, causing the 

elements to form radioactive isotopes. The radioactive emissions and radioactive decay paths 

for each element are well known. Using this information, it is possible to study spectra of the 

emissions of the radioactive sample, and determine the concentrations of the elements within 

it. Georg Hevesy and Hilde Levi first reported this method in the year 1936.  They observed 

that some elements became highly radioactive when irradiated with neutrons. At that time, 
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element discrimination was based on the half-life rather than the energy of the emitted 

radiation.  

A particular advantage of neutron activation technique is that it does not destroy the 

sample, and thus has been used for analysis of works of art and historical artifacts. Its high 

sensitivity makes it possible to use in analysis of minor elements which are present in low 

concentrations. The method is especially useful for trace element analysis, e.g. in high-purity 

substances, and is therefore important in semiconductor techniques. It can also be used to 

detect trace element in water, biological NAA material and minerals. In archaeology, NAA 

can give useful information about the origin of the findings according to the so-called 

“fingerprint” of the individual element composition in their raw materials. It is usually used 

as an important reference for other analysis methods. 

Neutron activation analysis (NAA) is a method for element determination based on 

the measurement of characteristic gamma energies from artificially produced radionuclides. 

These radionuclides are formed by bombarding stable elements with neutrons. NAA is 

performed using a nuclear reactor that produces thermal neutrons. Based on the nuclear 

reaction between neutrons and target nuclei, it is a useful method for the simultaneous 

determination of about 25-30 major, minor and trace elements of geological, environmental, 

biological samples without or with chemical separation (Glascock, 2003). 

 In NAA, samples are activated by neutrons. During irradiation the naturally occurring 

stable isotopes of most elements that constitute the given are transformed into radioactive 

isotopes by neutron capture. Then the activated nucleus decays according to a characteristic 

half-life; some nuclide emit beta particles and gamma-quanta, too, with specific energies. As 

the irradiated samples contain radionuclide of different half-lives different isotopes can be 

determined at various time intervals (Knoll Glenn F, 1989, 1999). 
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 The advantage of the method is its sensitivity and accuracy especially in respect of 

some trace elements. The method is of a multi-element character, i.e. it enables the 

simultaneous determination of many elements without chemical separation. In the case of 

instrumental determination, (INAA), the preparation of samples involves only the preparation 

of representative samples, and this reduces the danger of contamination to a minimum and 

accelerates the whole analytical process. If the determination of some special elements or 

groups of elements can be carried out only through chemical separation, it is possible to carry 

out after irradiation. The development of the method has contributed to the elaboration of 

some very simple and accurate methods of standardization, which lead to a surpassingly 

accurate analysis. 

 

Figure 3: Diagram illustrating the process of neutron capture by a target nucleus followed by 

the emission of gamma rays. 

Depending on the time of measurement, NAA can be divided in two categories: 

(a) Prompt gamma ray neutron activation analysis (PGNAA): In PGNAA, the measurements 

should be taking place during irradiation. This technique is usually performed by using a 

beam of neutrons extracted through a reactor beam port. Fluxes on samples irradiated in 

beams are on the order of one million times lower than on samples inside a reactor, but 
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detectors can be placed very close to the sample compensating for much of the loss in 

sensitivity due to flux. The PGNAA technique is most applicable to elements with extremely 

high neutron capture cross section elements which decay too rapidly to be measured by 

DGNAA; elements that produce only stable isotopes after the emission of prompt gamma 

ray; or elements with weak gamma ray intensities (Michael D.Glascock, 2004). 

(b) Delayed gamma ray neutron activation analysis (DGNAA): The gamma ray measurement 

takes place after sample irradiation. This technique is used for the most majority of elements 

that produce radioactive nuclides. The DGNAA technique is flexible with respect to time 

such that the sensitivity for a Long-lived radionuclide that suffers from the shorter-lived 

radionuclide to decay (Michael D.Glascock, 2004). 

1.6.1. Fundamental Equations in Neutron Activation Analysis 

Consider an isotope X; in the nuclear reaction, it absorbs a neutron (n). 

   X + n → X* + γ       (1) 

Where γ is a prompt gamma ray, X∗ designates excited radioactive nucleus. X∗ nucleus 

decays via beta minus decay which converts a neutron to a proton thereby creating a stable 

isotope Y, a negative electron, an antineutrino ν and gamma rays. 

   *X Y β ν γ
−

−→ + + +        (2) 

So in the nuclear reaction we form X* and it decays. Hence, the number of X* a radioactive 

isotope formed with time is given by an equation: 

accumulation = production in reaction - disappearance by decay 

That is,  0
dN N N
dt

φσ λ= −        (3) 

where φ = thermal neutron flux in neutrons/cm2 sec 
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σ = capture cross section, i.e., probability of absorbing neutrons in cm2 

λ= decay constant 

N0 = original number of X nuclei in the neutron source. Multiplying Eqn.3 by λ and 

rearranging, we get, 

0

[ ]
[ ]

d N dt
N N

λ λ
λ σφ

= −
−                                                                (4)

 

Integrating Eqn. (4), we get, 

0 0 0
ln ( ) N tN N tλ σφ λ− = −        (5) 

0

0

[ ] tN N e
N

λλ σφ
σφ

−−
=

−         (6)
 

Therefore, Eqn. (3)  becomes, 

0 (1 )tNN e λσφ
λ

−= −
        (7) 

The activity of the product nuclei, Aγ at the end of irradiation is given by, 

0 (1 )tA N e λ
γ σφ −= −         (8) 

The activity Aγ of a reaction product at any time is related to counting rate Ac in one of its 

characteristic photo-peaks which is given by,
 

c

p s d

AA
f fγ
λ

ε
=

        
(9) 

where εp is the photopeak detection efficiency of the detector, fs is the source self-absorption 

correction and fd is the photon disintegration probability. 
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 Let t1 be the time elapsed during irradiation of the sample (irradiation time), t2 is the 

time elapsed between the end of irradiation and the start of counting (cooling or delay time), 

and t3 be the length of counting time. During irradiation, there is a build-up in activity and it 

is shown in Figure 4.  

 

Figure 4: Graph showing the activity build-up as the sample is irradiated. 

Considering correction for decay during counting interval t3, the number of counts 

(count rate) detected is, 

( ) ( )31 2
0 1 1 tt t

p s d
c

N f f e e e
A

λλ λσφε

λ

−− − − − =               (10) 

Eqn. (10) is the activation formula used to estimate the cross sections of the activated 

samples. The count rates were corrected for coincidence effects, for γ-ray abundance, γ-ray 

self-absorption, efficiency of the detector, and measurement geometry, neutron flux 

fluctuations during the irradiations, and the background neutrons. 

The cross-section σ of a neutron induced nuclear reaction can be estimated relative to 

the reaction monitor cross-section σ using the following relation: 
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( ) ( )
( ) ( )

1 2 3

31 2

, ,

,

1 1

1 1

m m mt t t
C m m s m d m

m tt t
C m s d

A N f f e e e

A N f f e e e

λ λ λ

λλ λ

φε
σ σ

φε

− − −

−− −

− −
=

− −
             (11)

 

where, Ac is the number of counts under the photo peak and quantities with the subscript ‘m’ 

are for the monitor reaction.  

1.7. Review of Literature 

Reifarth et al. (2009) developed a Monte-Carlo based program PINO – Protons In 

Neutrons Out, which allows the simulation of neutron spectra considering the geometry of the 

setup and the proton-energy distribution. It provided a user-friendly web interface with which 

users can calculate neutron spectra up to 4 MeV proton energy without installation. It has 

been applied for analysis of cross-section measurements at the Karlsruhe Van de Graaff 

accelerator.  The 7Li(p,n)7Be reaction in combination with a 3.7 MV Van de Graaff 

accelerator was routinely used at FZK to perform activation as well as time-of-flight 

measurements with neutrons in the keV-region. However, the input nuclear data (e.g., 

energy-dependent cross sections near threshold) adopted in the system are not clear, and also, 

users cannot change them. They compared the resulting simulated neutron spectra with the 

available experimentally determined neutron spectrum at the Forschungs-zentrum Karlsruhe 

by Ratynski and Kappeler at proton energies 1910, 1912 and 1914 keV. It predicted neutron 

spectra near threshold (below 1.95 MeV proton energy) reasonably well, as validated by 

experimental results. On the other hand, their predicted neutron spectra are not well studied in 

the higher-energy region. PINO is available as a web-application at the URL http://exp-

astro.physik.uni-frankfurt.de/pino. 

Birgersson and Lovestam (2009) also developed a code, NeuSDesc (Neutron Source 

Description) for calculation of the 7Li(p,n)7Be neutron source spectra. The program was 

developed at JRC-IRMM as a tool for calculating the neutron fluence spectra generated by 

http://exp-astro.physik.uni-frankfurt.de/pino
http://exp-astro.physik.uni-frankfurt.de/pino
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nuclear ion beams and binary nuclear reactions. It was developed on the Energy Set platform. 

Here, the Energy Set real-time style presenting of calculated neutron fluence and spectrum 

have been kept, but also intrinsic and parasitic peak broadening effects such as energy and 

angular straggling of the ions in the beam, energy spread of incident ion beam, and possible 

non-homogeneity of the entrance foil for gas targets had been included. The main objective 

for the development of NeuSDesc was simulation of the neutron spectrum for a complete 

neutron beam facility. The program does not require any installation routine; however, a 

number of input data text files are required to be located in the same directory as the 

executable file. If an input file is changed, the program has to be re-started. 

Friedman et al. (2013) developed a tool (SimLiT) for calculating the neutron spectrum 

from the 7Li(p,n)7Be reaction with proton energy close to the reaction threshold (1.88 - 2 

MeV). It is a Monte Carlo simulation. The principal was to sample single protons with an 

energy randomly chosen within the energy distribution of the beam.  It calculated the 

spectrum and yield at various beam energies, energy spread and lithium target chemical 

compositions. It was designed as a C++ object, in order to allow advanced computational 

analysis, especially as a neutron source for the Geant4 code. It is freely available from its web 

page including its source code though its installation is necessary. Originally, it was designed 

up to 2 MeV of proton energy. Recently, it had been upgraded to higher proton energies. 

 Herrera et al. (2015) presented a new method based on center-of-mass and relative 

coordinates to describe the 7Li(p,n)7Be reaction near threshold. The resulting numerical 

scheme was implemented in a C++ code that allows the calculation of any kinematical 

quantity in the process by simple function calls. Using the method, they analyzed most of the 

available measurements to obtain a consistent description of the double differential neutron 

yield for accelerator based neutron sources. In the energy dependence of the neutron to 

proton width ratio, the value of the constant parameter adopted was C. After a careful study, 
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Herrera et al. reported that the best fit to the experimental excitation functions was obtained 

with C = 3.60 ± 0.25, but they concluded that C = 6 was more suitable for neutron source 

applications. They compared their result with the experimental data of Kononov et al. (1977) 

and Feinberg et al. (2012). They reported that the differential yield of neutrons presented by 

Kononov et al. was the most sensitive part when a Breit-Wigner formula was assumed to 

describe the threshold process in the proton energy range of threshold energy to 1.93 MeV. 

Mangal et al. (1962) measured thermal neutron capture cross-sections for the 

70Zn(n,γ)71Znm and 70Zn(n,γ)71Zn using activation technique by making irradiation with the 

"Swimming pool" reactor at Trombay, Bombay. Zinc oxide film was irradiated near the core, 

because 14 h irradiation in the thermal column failed to give 3 h activity. In such cases, the 

flux of neutrons at the point of irradiation was of the order of 1011 neutrons per cm2 • sec-1. 

An end window β-counter was used for nuclei which decay through β-particle emission. The 

55Mn(n,γ)Mn56 reaction was taken as the standard, with cross-section as 13.4+0.3 b. The 

measured thermal neutron capture cross-sections for the 70Zn(n,γ)71Znm and 70Zn(n,γ)71Zn are 

9 ± 20 % mb and 111 ± 20 % mb, and isomeric cross-section ratios for target nuclei of spin 0 

i.e., 71Znm / 70Zn71 is 0.041 ± 0.017 with competing levels of  9
2

/ 1
2
. 

Mannhart et al. (1968) determined thermal capture cross sections and isomeric cross 

section ratios in thermal neutron capture for even-even nuclei in the region of the 2P1/2 – 1g9/2 

neutron shell. Capture cross sections for formation of 71Znm and Zn71 were measured by the 

activation method using 197Au(n,γ)Au198 as monitor with cross section as 98.5 ± 0.4 b. From 

these data and additional measurements of cross section ratios the isomeric ratios for thermal 

capture in 70Zn was determined. The isomer ratios were compared with calculations based on 

the statistical model of HUIZENGA and VANOENBOSCH. The measured thermal neutron 

capture cross sections for the 70Zn(n,γ)71Znm and 70Zn(n, γ)71Zn are 0.0081 ± 0.0005 % b and 

0.083 ± 0.005 % b. 



1 Introduction RebeccaPachuau 
 

20 
 

Cohen et al. (2005) measured the reactor thermal neutron capture cross section for the 

resonance integrals of the reactions 70Zn(n,γ)71Zn and 70Zn(n,γ)71Znm, referred to the 

tabulated value for the resonance integral of the 68Zn(n,γ)69Znm reaction with cross section as 

0.24 ± 0.03 b. No previous data were found on the discriminated resonance integrals for the 

capture reactions on 70Zn. The present results are 0.1350 ± 0.0093 b, for the 70Zn(n,γ)71Zn 

reaction (average of four measurements) and 0.157 ± 0.029 b for the 70Zn(n,γ)71Znm reaction, 

the latter corresponding to a single measurement of the resonance integral. As it was 

mentioned, no corrections for the departures from the ideal behavior of the epithermal flux 

were performed, and literature data on the mean effective resonance energy are lacking for 

these reactions. Therefore, these results should be considered as informative or working 

values, only. The mean values of the epithermal flux per unit ln E, as measured the reaction 

68Zn(n,γ)69Znm , which was used as internal standard, was 8.4×1010 n cm−2 s−1 respectively. 

Reifarth et al. (2012) measured the neutron-capture cross sections of 64Zn, 68Zn, and 

70Zn with the activation technique in a quasi-stellar neutron spectrum via the 7Li(p,n)7Be 

reaction  corresponding to a thermal energy of kT = 25 keV. By a series of repeated 

irradiations with different experimental conditions, an uncertainty of 3% could be achieved 

for the 64Zn(n,γ)65Zn cross section and for the partial cross section 68Zn(n,γ)69Znm feeding the 

isomeric state in 69Zn. For the partial cross sections 70Zn(n,γ)71Znm and 70Zn(n,γ)71Zng, which 

had not been measured so far, uncertainties of only16% and 6% could be reached because of 

limited counting statistics and decay intensities. Compared to previous measurements on 

64,68Zn, the uncertainties could be significantly improved, while the 70Zn cross section was 

found to be two times smaller than the existing model calculations. From these results 

Maxwellian average cross sections were determined between 5 and 100 keV. Additionally, 

the β-decay half-life of 71Znm could be determined with significantly improved accuracy. The 
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consequences of these data have been studied by network calculations for convective core He 

burning and convective shell C burning in massive stars. 

Krane (2017) measured the radiative thermal neutron capture cross sections 

70Zn(n,γ)71m,gZn reaction. Irradiations were done in the TRIGA reactor of the Oregon State 

University Radiation Center. Several different irradiation sites were used: one in the central 

core, which also featured a Cd-lined facility to absorb thermal neutrons (nominal thermal and 

epithermal fluxes of 9.0×1012 and 1.2×1012 neutrons cm−2 s−1); a fast pneumatic transfer 

facility (rabbit) located in the outer ring of the core (4.4×1012 and 3.4×1011 neutrons cm−2 

s−1); and a thermal column located behind graphite shielding about 2 m from the core 

(7.8×1010 and 2.0×108 neutrons cm−2 s−1). All of the irradiations for the cross-section 

measurements were accompanied by Au and Co as dilute impurities in aluminum foils which 

served as flux monitors. 

The resonance integrals were also measured to facilitate corrections for the epithermal 

neutron component. In addition, cross sections for the 64Zn(n,γ)65Zn and 68Zn(n,γ)69mZn 

reactions were determined. The γ rays from the irradiated samples were observed with high 

resolution Ge detectors (efficiency 35–40% compared with NaI at 1332 keV, resolution 1.7–

1.8 keV at 1332 keV). Through high-resolution γ- ray spectrometry in the 71mZn decay, a new 

set of γ-ray energies and intensities was obtained of roughly an order of magnitude greater 

precision than the previous set, and several transitions new to the decay scheme are proposed. 

The implications for the properties of the levels of 71Ga are discussed. More precise values of 

the decay half-lives for 69mZn, 71gZn, and 71mZn were determined. 

Punte et al. (2017) measured the cross sections of the 70Zn(n,γ )71Znm (T1/2 = 3.96 ± 

0.05-h) reaction  relative to the 197Au(n,γ )198Au cross sections at 0.96 and 1.69 MeV using a 

7Li(p,n)7Be neutron source and activation technique. The cross section of this reaction had 

been measured for the first time in the MeV region. The new experimental cross sections had 
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been compared with the theoretical prediction by TALYS-1.6 with various Level Density 

Models and Photon Strength Functions as well as the TENDL-2015 library. The TALYS-1.6 

calculation with the generalized superfluid Level Density Model and Kopecky-Uhl 

generalized Lorentzian Photon Strength Function predicted the new experimental cross 

sections at both incident energies. The 70Zn(n,γ)71Zng+m total capture cross sections had also 

been derived by applying the evaluated isomeric ratios in the TENDL-2015 library to the 

measured partial capture cross sections. The derived spectrum averaged total capture cross 

sections agree well with the JENDL-4.0 library at 0.96 MeV, whereas it lies between the 

TENDL-2015 and the JENDL-4.0 libraries at 1.69 MeV. 
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2.1. 7Li(p,n)7Be reaction as a neutron source 

Conventional quasi-mono-energetic neutron sources produce neutrons isotropically 

via direct reactions on light nuclei, e.g. d(d,p)n or 7Li(p,n)7Be (Lebois et al., 2014). It has 

been suggested by M.A. Chaudhri et al. (1974) that the 7Li(p,n)7Be reaction would be more 

suitable for cyclotron production of therapy neutrons than the commonly used Be(d,n) 

reaction, especially for smaller cyclotrons which cannot produce medically useful beams 

from a Be target. They also pointed out that a "moderately thick" target would produce higher 

mean neutron energies than an "infinitely-thick" target (stopping the incident beam 

completely). Although the 7Li(p,n)7Be reaction is truly monoenergetic only below 0.65 MeV 

neutron energy (Drosg, 1981), it has been most widely used as a quasi-monoenergetic 

neutron source reaction because of (1) the rapid rise of the cross section in the near threshold 

region that provides a large amount of relatively low-energy neutrons and (2) the large level 

spacing of 7Be between the first (429 keV) and second (4570 keV) excitation levels that is 

suitable to produce quasi-monoenergetic neutrons. The following table presents the reaction 

Q-values and thresholds. 
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Table 1: Representation of 7Li(p,n)7Be reaction Q-value and Threshold. 

Reaction 
 

7Be Excitation 
Energy (MeV) 

Q-Value (MeV) Threshold (MeV) 

 

7Li(p,n)7Be 
 
0 

 
-1.644 

 
1.881 forward 

1.920 backward 

 

7Li(p,n)7Be* 
 

0.431 
 

-2.075 

 
2.373 forward 

2.423 backward 

7Li(p,n3He)4He break-up -3.229 
 

3.692 

7Li(p,n)7Be** 4.55 -6.19 
 

7.08 
 

This neutron source reaction has been utilized for experimental studies of several 

neutron-induced reactions. It is also a strong candidate as small accelerator-based neutron 

sources for Boron neutron capture therapy (BNCT) which is a cancer treatment modality. 

BNCT accelerator-based neutron sources are considered to be more suitable neutron sources 

than reactor-based neutron sources because they offer the following features: ease of 

operation, low cost, and small space occupation.  

The neutrons produced using the reaction in inverse kinematics combines the best 

features of white neutron sources (collimated beams) and conventional quasi-monoenergetic 

neutron sources (high neutron fluxes at short distances). But it involves the use of reactions 

such as p(7Li,n)7Be in the 13-17 MeV energy range and thus requires a 9 MV tandem 

accelerator or 115 MeV cyclotron in order to accelerate 7Li3+ ions up to these energies. 

Unfortunately, due to the worldwide closure of many accelerator laboratories over the last 

few decades, there are only a handful of accelerators left capable of producing focused 

neutrons via this method (Lebois et al., 2014). 
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2.2. Importance of the work 

 In the experimental determination of neutron-induced reaction cross section, 

subtractions of the (p,n1) and breakup neutron contributions are always an essential part , but 

they have not always been done in a proper manner. If the proton energy is above Ep = 2.37 

MeV, a second neutron production channel 7Li(p,n1)7Be opens in addition to 7Li(p,n0)7Be, 

which leads to a second neutron group at lower energies. The neutron group due to the 

7Li(p,n2)7Be reaction does not appear until Ep = 7.07 MeV, but the 7Li(p,n+3He+α) three-

body breakup channel also opens at proton energies above Ep = 3.70 MeV and shows a broad 

neutron spectrum.  

Neutron capture cross sections decrease as the neutron energy increases in general, 

and therefore, the contribution of the low-energy background neutrons has to be carefully 

determined and subtracted. However, it has been done in the previous experimental works 

assuming experimental 7Li(p,n+x) double-differential cross sections at similar proton 

energies in the literature as the neutron source spectra.  

We measured the 70Zn(n,γ)71Znm (T1/2 = 3.96 h) activation cross sections using the 

7Li(p,n)7Be reaction as neutron source at proton energies 2.25, 2.60, 2.80, and 3.50 MeV with 

a proton beam spread of 20 keV at BARC-FOTIA. These proton energies are below the 

7Li(p,n+3He+α) reaction threshold but above the 7Li(p,n1)7Be reaction threshold except the 

lowest one. Since the time-of-flight and multiple foil activation techniques cannot be applied 

at BARC-FOTIA due to the continuous beam structure and weak neutron flux, we have to 

rely on calculated neutron energy spectra for subtraction of the 7Li(p,n1)7Be contribution to 

71Znm production. 

 There are some codes for calculation of 7Li(p,n)7Be neutron source spectra (Reifarth 

et al., 2009;  Birgersson and Lövestam, 2009; Friedman et al., 2016; Herrera et al., 2015). All 
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these codes predicted neutron spectra near threshold reasonably well, which are well 

validated by experimental results. Moreover, some of them can predict neutron spectra up to 

Ep = 4 MeV. However, their predicted neutron spectra are not well studied in the higher-

energy region. There are discrepancies between the neutron spectra predicted by PINO 

(Reifarth et al., 2009) and SimLiT (Friedman et al., 2016) in the higher proton energies, 

which will be discussed in Section 2.5.2. It is difficult to understand which one is correct and 

to be adopted for neutron-induced experimental data reduction procedure. Under this 

situation, we decided to study the thick and thin target 7Li(p,n0,1)7Be neutron spectra by 

developing the new deterministic code, EPEN - Energy of Proton Energy of Neutron. The 

code is available at Mizoram University website (http://www.epen.nhergmzu.com/epen/). 

Initially, the code was designed up to 4 MeV but recently, it had been extended up to 7 MeV.  

2.3. Formalism for Calculating the Neutron Energy Spectrum 

Below the threshold of the three-body break-up reaction, the neutron production is 

described by the two-body kinematics for 7Li(p,n0)7Be and 7Li(p,n1)7Be. Any combination of 

the outgoing angle and energy of a neutron (θ, En) uniquely specifies the incident energy of 

protons at the interaction point Ep=Ep(θ,En) (Figure 5): 

http://www.epen.nhergmzu.com/epen/
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Figure 5: Proton energy contours for the 7Li(p,n0)7Be reaction. 

2.3.1. Nuclear Reaction Kinematics 

 The conservation of energy and momentum imposes certain restrictions on the 

reactions. These reactions are called kinematic restrictions and this mathematical method is 

known as kinematics. For the nuclear reaction as shown in Figure 6, 

7 8 * 7Li p Be Be n+ → → +                (12) 

 

 

 

 

Figure 6: Schematic diagram of a nuclear reaction. 

The lithium target nucleus is at rest and it has no kinetic energy. Since the total energy is 

conserved in a nuclear reaction, we get, 
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( ) ( ) ( )2 2 2 2
Li p p Be Be n nm c E m c E m c E m c+ + = + + +               (13) 

where, 

mp(1.00727645119u) = proton nuclear mass 

mn(1.00866491585u) = neutron nuclear mass 

mLi(7.01435769347u)= 7Li nuclear mass (Tilley et al., 2004)  

mBe   = 7Be nuclear mass 

 Introducing a quantity Q, which represents the difference between the kinetic energy 

of the products of reaction and that of the incident particle, we have, 

Be n pQ E E E= + −                 (14) 

 It is called the energy balance of the reaction or commonly Q – value of the reaction and it 

can have either positive or negative values. From Eqn. (13) and (14), we have, 

( ) 2
Li p Be nm m m m c Q+ − − =                            (15)

 

Applying the laws of conservation of momentum, we have, 

cos cosp p Be Be n nm v m v m vφ θ= +                (16) 

sin sinBe Be n nm v m vφ θ=                            (17) 

where vp, vn and vBe are velocities of proton, neutron and 7Be respectively. 

Eliminating ϕ, we get, 

2 2 2 2 2 2 2 cosBe Be p p n n p n p nm v m v m v m m v v θ= + −               (18) 

Since E=  1
2
𝑚𝑚𝑣𝑣2 , Eqn. (18) can be rewritten as, 
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2 2 2 4 cosBe Be p p n n p n p nE m E m E m m m E E θ= + −  

2 cosp n
Be p n p n p n

Be Be Be

m mE E E m m E E
m m m

θ= + −               (19) 

 Now, substituting Eqn.(19) in Eqn.(14), we obtain, 

( ) ( )
4

2 cosp Be n Be
p n p n p n

Be Be

m m m m
Q E E m m E E

m m m
θ

− +
= + −  

Solving, we get, 

( ) ( )
( )

22 2 2 2 2

2 2 2 2 2 2 2 2

2 2 2 2 2 2 4 cos

2 2 2 0

p p Be p Be Be p p n n p Be n Be n n Be n p n

Be n Be n Be n n n n n Be Be n

E m m E Qm Qm m m m E m m E m m E m E m m

Q m Qm m E Qm E m E m E m m E

θ− + − + + − − −

+ − − + + + =

    

Using quadratic equation, 

2 4
2p

b b acE
a

− ± −
=  

where,
 

( )2

p Bea m m= −  

( ) ( ) }{ 22 2 cosp Be n Be n Be p n nb m m m m E Qm m m E θ = − + − −   

( ) ( )22 2 22Be n Be Be n n Be nc Q m Q m m m E m m E= − + + +  

Now, 
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( ) ( ) }{
( )

2

2

2 cos

2
p Be n Be n Be p n n

p Be

m m m m E Qm m m Eb
a m m

θ − + − − − = −
−

 

( )
( ) ( )

( )( )
2

22cos n Be p Bep n
n n Be th

n Be Be pBe p

m m m mm m
E m m E

m m m mm m
θ

  + −
 = + + +
  + −−              (20)

 

And  

( )( ) } ( ){
( )

2 2 2 2 2
2

2

16cos cos4
2 2

n p n Be p Be n p n n p n Be p Be

p Be

E m m m m m m m m E Qm m m m mb ac
a m m

θ θ − + + + −−  =
−

 

( )
( )( ) } ( ) ( )2 2 2 2 2

2
4cos cos

2
n p n Be p Be n p n n th p n Be p Be

p Lip Be

mE m m m m m m m m E E m m m m m
m mm m

θ θ
    = − + + + − −  

+−   
 

( )
( )( ) } ( )( )

( )
2 2 2 2

2
2cos n Be p Be p

n p n Be p Be n p n n th p n Be
n BeBe p

m m m m m
E m m m m m m m m E E m m m

m mm m

θ µ
 + − −= − + + + +− 

                     (21)

 Now, substituting Eqn. (20) and (21) in the quadratic equation, we get, 

( ) ( )
2

22cos p nBe n
p n

Be p Be p

m mm mE E
m m m m

θ
 + = +
 − − 

( )
( )( )

n Be p Be
th

n Be Be p

m m m m
E

m m m m

+ −
+

+ −
 

( )
( )( ) } ( )( )

( )
2 2 2 2

2
2cos p n Be Be n p Be p

n Be p Be n p n p n n th
Be nBe p

m m m m m m m m
E m m m m m m m m E E

m mm m

θ µ
 + − −± − + + + +− 

 

Rearranging, we obtain the equation for the incident proton energy, 
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( )
( ) ( )

2

2

2 cosLi p p n
p n

Li n Li n

m m m m
E E

m m m m

θ +
= + 

− −  

( )
( )( )

Li Li p n
th

Li p Li n

m m m m
E

m m m m

 + −
+  

+ −  
 

( )
( )( ) } ( )( )

( )

1 2

2 2 2 2
2

2cos cos n th p n Li Li p n Li n
n p n Li p Li n p n

Li pLi n

E E m m m m m m m m
E m m m m m m m m

m mm m
θ θ

  + − − − + − + +
+ −  

 

                      (22) 

2.3.2. Laboratory differential cross sections for proton energies above 1.95 MeV 

Liskien and Paulsen (1975) compiled extensive experimental cross section 

measurements from the existing literature and generated best fits to the data over the proton 

energy range from 1.95 to 7.0 MeV for both the reaction leading to the ground state of 7Be 

and the first excited state, which has a threshold at 2.37 MeV. The angular differential cross 

section for 7Li(p,n0)7Be and 7Li(p,n1)7Be reactions for Ep ≥ 1.95 MeV and Ep ≥ 2.50 MeV 

respectively was adopted. We also adopted their recommended zero degree differential cross 

sections and Legendre coefficients in the center of mass system. These center of mass cross 

sections for the first neutron groups are given as Legendre polynomial expansions as: 

( ) ( ) ( ) ( )
3

0
0 cosi p i

icm cm

d d A E P
d d

σ σθ θ
=

=
Ω Ω ∑

               (23) 

And for the second group of neutrons, 

( ) ( ) ( ) ( )
* 3 *

0
0 cosi p i

icm cm

d d R A E P
d d

σ σθ θ
=

=
Ω Ω ∑

              (24)
 

where, 

( )
( )

* 0

0

d d
R

d d

σ

σ

Ω
=

Ω




 

The proton energy-dependent parameters A0, A1, A2, A3, and 𝑑𝑑𝜎𝜎𝑝𝑝𝑝𝑝 𝑑𝑑𝛺𝛺′⁄ �0ͦ� are 

tabulated, making it extremely simple to use their fits for calculating reaction cross sections. 
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The Legendre coefficients and 0 degree cross sections between two proton energies were then 

interpolated by a straight line on the logarithmic-logarithmic scale.  

In order to obtain the 7Li(p,n0)7Be differential cross section between 1.92 MeV and 

1.95 MeV, cubic splines were fitted through the data points given in Liskien and Paulsen's 

paper for smooth variation of the cross section parameters with proton energy. 

2.3.3. Near threshold non-relativistic two body kinematics 

The threshold energy of the ground state neutrons for the 7Li(p,n)7Be reaction is at 

1.881 MeV. Operation of the proton energy in the near threshold region will produce thick 

target neutron yields. But the neutrons produced in this region will have relatively low energy 

neutrons which require very low moderation for BNCT. For proton energies below 1.92 

MeV, i.e. in the near threshold region, the neutron production is double-valued, giving two 

neutron energies for each angle of emission. Besides this, the neutrons are produced in the 

forward direction only (θ < 90o). The neutron energy at threshold is determined using the 

relation 

( )
( )2

p n th
n th

Be n

m m E
E E

m m
=

+
                (25) 

where the notations are similar as in Section 2.3.1. 

Lee and Zhou (1999) gave a report on the detailed description of the method 

developed for determining the thick target neutron yields from the 7Li(p,n)7Be reaction in the 

near threshold region. The neutron yields are calculated for the lithium metal as well as for 

several lithium compounds of low molecular weight. They also demonstrated a method for 

calculating the neutron yields for targets that are not sufficiently thick to slow protons past 

the reaction threshold. The formalism adopted in the present work for the near threshold 
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region is very similar to the formalism adopted by them. However, there are two main 

differences: 

 (1) The kinematic equations are written in terms of 7Li mass instead of 7Be mass 

everywhere due to the fact that the 7Li mass is more accurately known by an order of two 

(n.b. at the non-relativistic limit mp + mLi = mn + mBe where mp and mn are the masses of 

proton and neutron, mLi is the ground state mass of 7Li, and mBe is the ground or first 

excitation state mass of 7Be). 

(2) It was impossible to reproduce the results presented by Lee and Zhou (see Figure 

4 Lee and Zhou, 1999) using their adopted kinematic equations and the “±” selection criteria 

prescribed by them in the double-valued region. Their formalism always yield a dip around 

30 keV in the differential neutron energy spectrum near threshold. We therefore prescribed 

our own “±” selection criteria in the double-valued region that is described below.  

Ritchie (1976) evaluated the angle-dependent spectra of neutrons, emitted by a thick 

lithium target when bombarded with protons in the energy range 1.881-3 MeV, from 

experimental and theoretical values of the angular distribution of neutrons emitted in the 

7Li(p,n)7Be reaction. For the ground and excited state reactions, the variation of d2N/dEndΩ 

with proton energy at different angles of emission and with angle of emissions for different 

neutron energies was presented. It is worth mentioning that our formalism and Ritchie’s 

formalism are very similar except for the treatment of "My" which is treated as the mass of 

7Li by Ritchie (Ritchie, 1976) but treated as the mass of 7Be by us. 

The double differential neutron yield for one incident proton is 

𝑑𝑑2𝑌𝑌(𝜃𝜃 ,𝐸𝐸𝑛𝑛 )
𝑑𝑑𝑑𝑑𝑛𝑛𝑑𝑑𝑑𝑑

= �𝑑𝑑𝑑𝑑𝑝𝑝
𝑑𝑑𝑑𝑑𝑛𝑛

� �− 𝑑𝑑𝑑𝑑
𝑑𝑑𝑑𝑑𝑝𝑝

� 𝜌𝜌 �𝑑𝑑𝑑𝑑𝑐𝑐𝑐𝑐
𝑑𝑑𝑑𝑑

� 𝑑𝑑𝑑𝑑 �𝐸𝐸𝑝𝑝 ,𝜃𝜃�
𝑑𝑑𝑑𝑑𝑐𝑐𝑐𝑐

                                                  (26) 

where ρ is the volume number density of 7Li nuclei, x is the thickness of the lithium target, Ω 

and Ωcm are the solid angles of outgoing neutrons in the laboratory and centre-of-mass 

system, dσ(Ep,θ)/dΩcm is the angular differential cross section of the neutron in the centre-of-
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mass system. The quantity (-1/ρ)(dEp/dx) is known as the stopping power and we obtained it 

by SRIM (Ziegler and Biersack, 2013). By solving the non-relativistic two body kinematic 

equations (Winter, 1968) the product of the Jacobians (dEp/dEn) (dΩcm/dΩ)is   

�𝑑𝑑𝐸𝐸𝑝𝑝
𝑑𝑑𝐸𝐸𝑛𝑛

� �𝑑𝑑𝛺𝛺𝑐𝑐𝑐𝑐
𝑑𝑑𝑑𝑑

� = ± �𝑚𝑚𝐿𝐿𝐿𝐿+𝑚𝑚𝑝𝑝�
2(𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐±𝜉𝜉)𝛾𝛾𝐸𝐸𝑝𝑝

�𝑚𝑚𝑝𝑝𝑚𝑚𝑛𝑛𝐸𝐸𝑝𝑝𝜉𝜉(𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐 ±𝜉𝜉)±𝑚𝑚𝐿𝐿𝐿𝐿 �𝑚𝑚𝐿𝐿𝐿𝐿+𝑚𝑚𝑝𝑝−𝑚𝑚𝑛𝑛�𝐸𝐸𝑡𝑡ℎ �
 ,                          (27) 

where, following earlier workers (Lee and Zhou, 1999; Ritchie, 1976; Winter, 1968; 

Theobald et al., 1971), the two variables ξ and γ are defined by 

ξ2 = 1
𝛾𝛾2 − 𝑠𝑠𝑠𝑠𝑠𝑠2 𝜃𝜃                                                                                (28) 

γ = ��
𝑚𝑚𝑝𝑝𝑚𝑚𝑛𝑛

𝑚𝑚𝐿𝐿𝐿𝐿�𝑚𝑚𝐿𝐿𝐿𝐿 + 𝑚𝑚𝑝𝑝 −𝑚𝑚𝑛𝑛�
� �

𝐸𝐸𝑝𝑝
�𝐸𝐸𝑝𝑝 − 𝐸𝐸𝑡𝑡ℎ�

��

1
2

 

where 

     Eth = 1880.36 keV  =7Li(p,n0)7Be reaction threshold 

          = 2371.05 keV = 7Li(p,n1)7Be reaction threshold. 

 The ± sign is corresponding to the two neutron energies for a given Ep and θ in the 

double-valued region (Ep<1.92 MeV; see Figure 5): 

𝐸𝐸𝑛𝑛± = � 𝑚𝑚𝑝𝑝𝑚𝑚𝑛𝑛

�𝑚𝑚𝐿𝐿𝐿𝐿+𝑚𝑚𝑝𝑝�
2� (𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐 ± ξ)2𝐸𝐸𝑝𝑝                                                          (29) 

where En+ and En− are a larger and smaller value of En, respectively, for a given θ and Ep in a 

double-valued region. Therefore, the signs + and  ̶  in kinematic equations are selected for a 

set of (En+, θ, Ep) and (En−, θ, Ep), respectively, for calculation of differential cross section in 

the double-valued region Ep< 1.92 MeV, and only the + sign is considered for Ep> 1.92 MeV. 

In order to calculate the neutron spectrum for given initial proton energy, Li foil thickness 

and geometry (shape and size of the neutron activation sample as well as its distance from the 

Li foil), we prepare tables from threshold to 7 MeV of Ep and d2Y(θ, En)/dEndΩ at various En 

(in 1 keV step) and θ (in 1 deg step) for (p,n0) and (p,n1) neutrons according to Eqn. (26), and 
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integrate them over the angular range corresponding to the proton energy range and also 

covered by the neutron activation sample.  

In the following subsections, we introduce the details of the angular differential cross 

sections and angular integration.  

2.3.4. Angular differential cross section 

The 7Li(p,n0)7Be reaction cross section between Eth to 1.920 MeV is strongly affected 

by the resonance near the threshold (Ex(8Be)=18.910 MeV, Γcm=122 keV, Jπ=2-) (Tilley, 

2004) for which the following functional form proposed by Macklin and Gibbons (Macklin 

and Gibbons, 1958) was adopted (See also Newson et al., 1957):  

𝑑𝑑𝑑𝑑
𝑑𝑑Ω𝑐𝑐𝑐𝑐

= � 1
𝑘𝑘2�

𝑔𝑔Γ𝑝𝑝Γ𝑛𝑛

�4�𝐸𝐸𝑝𝑝−𝐸𝐸𝑟𝑟�
2

+Γ𝑡𝑡𝑡𝑡𝑡𝑡 �
2 ~ � 𝑔𝑔

𝑘𝑘2�
Γ𝑛𝑛 Γ𝑝𝑝⁄

�1+Γ𝑛𝑛
Γ𝑝𝑝
�

2                                    (30) 

where 𝐴𝐴 = 𝑔𝑔
𝑘𝑘2 = �

(2𝐽𝐽+1) �2𝐽𝐽𝑝𝑝+1�⁄
(2𝐽𝐽𝐿𝐿𝐿𝐿+1) � ħ

2�𝑚𝑚𝑝𝑝+𝑚𝑚𝐿𝐿𝐿𝐿 �
2

�2𝑚𝑚𝑝𝑝𝑚𝑚𝐿𝐿𝐿𝐿
2 𝐸𝐸𝑝𝑝 �

~169.53 MeV.mb/sr,  

g is the spin statistical factor and k is the center-of-mass proton wavelength on the resonance; 

J=2, Jp=1/2 and JLi=3/2 are the spins of the 8Be resonance, proton and 7Li(g.s.). This 

parameter (169.53 MeV·mb/sr) is slightly higher than the value 164.913 MeV.mb/sr chosen 

by Lee and Zhou (Lee and Zhou, 1999). The energy dependence of the width ratio is 

expressed by 

𝑥𝑥 = Γ𝑛𝑛 �𝐸𝐸𝑝𝑝 �
Γ𝑝𝑝 �𝐸𝐸𝑝𝑝 �

= 𝐶𝐶 �1 − 𝐸𝐸𝑡𝑡ℎ
𝐸𝐸𝑝𝑝
�

1
2
               (31) 

With C=4.72 by Ritchie (1976) or C=6 by Lee and Zhou (1999). Herrera et al. (2015) 

reported that the best fit to experimental excitation functions by Macklin et al. (1958), 

Newson et al. (1957) and Gibbons et al. (1959) is obtained with C = 3.60±0.25, but finally 

concluded that Lee and Zhou’s parametrization (C=6) is more suitable for neutron source 

applications, and we also adopted C=6 in this study.  
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The differential cross section in the laboratory system near threshold are then 

calculated by 

� 𝑑𝑑𝑑𝑑
𝑑𝑑Ω𝑐𝑐𝑐𝑐

� �𝑑𝑑Ω𝑐𝑐𝑐𝑐
𝑑𝑑Ω

� �𝑑𝑑𝐸𝐸𝑝𝑝
𝑑𝑑𝐸𝐸𝑛𝑛

� = ±
𝐴𝐴𝐴𝐴�𝑚𝑚𝐿𝐿𝐿𝐿+𝑚𝑚𝑝𝑝�

2(𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐±ξ)�𝑚𝑚𝑝𝑝𝑚𝑚𝑛𝑛 /𝑚𝑚𝐿𝐿𝐿𝐿 �𝑚𝑚𝐿𝐿𝐿𝐿+𝑚𝑚𝑝𝑝−𝑚𝑚𝑛𝑛�

(1+𝑥𝑥)2�𝑚𝑚𝑝𝑝𝑚𝑚𝑛𝑛𝐸𝐸𝑝𝑝 ξ(𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐 ±ξ)±𝑚𝑚𝐿𝐿𝐿𝐿 �𝑚𝑚𝐿𝐿𝐿𝐿+𝑚𝑚𝑝𝑝−𝑚𝑚𝑛𝑛�𝐸𝐸𝑡𝑡ℎ �
           (32) 

which is then converted into the double differential yield by Eqn. (26). 

2.3.5. Angular integration 

Figure 5 shows that the range for angular integration corresponds to the proton energy 

range. For example, this figure shows that we need to integrate d2Y(θ, En)/dEndΩ from ~50° 

to ~70° for En = 0.1 MeV neutrons if incident proton energy range is from 1.95 to 2.00 MeV 

and the angular range is also covered by the neutron activation sample. This integration can 

be written as 

𝑑𝑑𝑑𝑑(𝐸𝐸𝑛𝑛 )
𝑑𝑑𝐸𝐸𝑛𝑛

= ∫𝑑𝑑Ω(𝑑𝑑2𝑌𝑌(𝜃𝜃,𝐸𝐸𝑛𝑛)/  𝑑𝑑𝐸𝐸𝑛𝑛𝑑𝑑Ω) 𝑤𝑤1(𝜃𝜃) 𝑤𝑤2(𝐸𝐸𝑝𝑝(𝜃𝜃,𝐸𝐸𝑛𝑛))                                    (33) 

where w1(θ) is the weighting function originating from the solid angle covered by the neutron 

activation sample, while w2(Ep(θ,En)) is the weighting function originating from the proton 

energy spread which are explained in following sub sections. Note that d2Y(θ, En)/dEndΩ = 0 

for Ep(θ,En)<Eth. 

2.3.6. Weighting function w1(θ) 

For a circular sample (radius R), w1(θ) =1 for θ < tan-1(R/d), otherwise =0. For a 

square sample (dimension L×L),  

𝑤𝑤1(𝜃𝜃) = 1 for 𝜃𝜃 < tan−1 �
𝐿𝐿

2𝑑𝑑
� , 

 = 1 − �4
𝜋𝜋
� cos−1 � 𝐿𝐿

2𝑑𝑑 tan 𝜃𝜃
�  for tan−1 � 𝐿𝐿

2𝑑𝑑
� < 𝜃𝜃 < tan−1 � 𝐿𝐿

√2𝑑𝑑
�                        (34) 
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= 0, otherwise. 

2.3.7. Weighting function w2(Ep(θ,En)) 

When the spread of the proton energy extracted from the accelerator is negligible, 

w2(Ep(θ,En))=1 for Epx<Ep< Ep0, otherwise it is equal to 0, where Ep0 is the initial proton 

energy and Epx is the final proton energy.  When the proton stops or slows down beyond the 

reaction threshold inside the lithium sample (thickness t), Epx=Eth. Otherwise EPEN 

determines Epx by solving the equation t = R(Ep0) - R(Epx).  The range was obtained by SRIM 

(Ziegler and Biersack, 2013).  

This weighting function should be modified when the proton energy spread is not 

negligible. If the initial proton energy Ep0 normally distributes with the mean value <Ep0> and 

standard deviation ΔEp0 according to 

𝑝𝑝�𝐸𝐸𝑝𝑝0� = 1

�2𝜋𝜋∆𝐸𝐸𝑝𝑝0
2
𝑒𝑒𝑒𝑒𝑒𝑒 �−�𝐸𝐸𝑝𝑝0−〈𝐸𝐸𝑝𝑝0〉�

2

2∆𝐸𝐸𝑝𝑝0
2 �                            (35) 

The probability to find a proton with its initial energy Ep in the lithium sample is 

                           𝑤𝑤2(𝐸𝐸𝑝𝑝(𝜃𝜃,𝐸𝐸𝑛𝑛)) = ∫ 𝑑𝑑𝑑𝑑𝑝𝑝0 𝑝𝑝�𝐸𝐸𝑝𝑝0�
+∞
𝐸𝐸𝑝𝑝

= �1
2
� �1 − 𝑒𝑒𝑒𝑒𝑒𝑒 ��𝐸𝐸𝑝𝑝

−〈𝐸𝐸𝑝𝑝0〉�

�2∆𝐸𝐸𝑝𝑝2
��            (36) 

In its numerical implementation, we set w2(Ep(θ,En)) = 0 for Ep≥ Ep0+ and =1 for Ep= 

Ep0- , with Ep0± = <Ep0> ± 5ΔEp0. For Ep< Ep0-, 

1. When all protons stop in the lithium sample (i.e. t >R(Ep0+), w2(Ep(θ,En))=1 for Ethr<Ep< 

Ep0-. 

2. When all protons penetrate the lithium sample (i.e. t <R(Ep0-)), we assume that the exit 

protons also distribute normally between Epx+ and Epx- around <Epx0>= (Epx+ + Epx-)/2. 

Therefore, 
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 𝑤𝑤2(𝐸𝐸𝑝𝑝(𝜃𝜃,𝐸𝐸𝑛𝑛)) = 1 for 𝐸𝐸𝑝𝑝𝑝𝑝+ < 𝐸𝐸𝑝𝑝 < 𝐸𝐸𝑝𝑝0− 

= 1 − �
1
2
� �1 − 𝑒𝑒𝑒𝑒𝑒𝑒 �

𝐸𝐸𝑝𝑝−〈𝐸𝐸𝑝𝑝𝑝𝑝0〉

�2∆𝐸𝐸𝑝𝑝2
��  for 𝐸𝐸𝑝𝑝𝑝𝑝− < 𝐸𝐸𝑝𝑝 < 𝐸𝐸𝑝𝑝𝑝𝑝+ 

= 0 for 𝐸𝐸𝑡𝑡ℎ𝑟𝑟 < 𝐸𝐸𝑝𝑝 < 𝐸𝐸𝑝𝑝𝑝𝑝−               (37) 

3. When a part of protons penetrate the lithium sample, <Epx0> = 

(Ethr+Epx+)/2;𝑤𝑤2(𝐸𝐸𝑝𝑝(𝜃𝜃,𝐸𝐸𝑛𝑛)) = 1 for 𝐸𝐸𝑝𝑝𝑝𝑝+ < 𝐸𝐸𝑝𝑝 < 𝐸𝐸𝑝𝑝0− 

= 1 − �1
2
� �1 − 𝑒𝑒𝑒𝑒𝑒𝑒 �𝐸𝐸𝑝𝑝

−〈𝐸𝐸𝑝𝑝𝑝𝑝 0〉

�2∆𝐸𝐸𝑝𝑝2
��  for 𝐸𝐸𝑡𝑡ℎ𝑟𝑟 < 𝐸𝐸𝑝𝑝 < 𝐸𝐸𝑝𝑝𝑝𝑝+            (38) 

whereEpx± satisfies t = R(Ep0±) – R(Epx±). 

 

2.4. Results and Discussion 

2.4.1. Comparison with experimental neutron spectra 

A typical application of the 7Li(p,n)7Be neutron source reaction near the threshold is 

imitation of stellar neutrons thermally equilibrated to kT~25 keV. In order to examine our 

approach near threshold, we compare our thick target 7Li(p,n0)7Be neutron spectrum 

(Ep=1912 ±0 keV) for the lithium sample (100 μm thick, i.e., thicker than the full stopping 

length) with those measured by Lederer et al., 2012 (Ep=1912 ±1.2 keV), Ratynski et al., 

1988 (Ep=1912 keV), and Feinberg et al., 2012 (Ep=1912±1.5 keV)  in Figure 7 (The values 

following ± give energy spread hereafter). We refer the lithium target as thick (thin) if the 

lithium thickness is thicker (thinner) than the full stopping length of the incident protons. 

These experimental data sets were retrieved from the EXFOR library (Otuka et al., 2014). 
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Our results as well as the experimental results are the angular integrated neutron spectra up to 

the laboratory maximum neutron emission angle of 63 degrees determined by the two-body 

kinematics (c.f. Figure 5). For comparison, the neutron spectra are normalized such that the 

total neutron yield is 1.0. Our result agrees with the measured spectra except for broader low- 

and high- energy tail observed by Feinberg et al., 2012 which explain the deviation is due to 

the relatively thick 6Li-glass detector and its effects on the time-of-flight resolution. 
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Figure 7: Comparison of EPEN 7Li(p,n0)7Be neutron energy spectrum at Ep=1912 ± 0 keV 

with experimental results (Lederer et al., 2012; Ratynski et al., 1988;  Feinberg et 

al., 2012) for a thick natural lithium target. 

Figure 8 shows comparison between our result and Kononov et al.’s experimental 

result (Kononov et al., 1977) of zero degree neutron yield for 7Li(p,n)7Be reaction near 

threshold, for a thick lithium target. The incident proton energy of the experimental result is 

not explicitly written in the article, but we assume Ep=1940 keV in our calculation following 

private communication with the author (Kononov, 2016). Figure 8 show that there is a 
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mismatch of the peak position by 5 keV between EPEN and Kononov et al. experimental 

zero degree neutron yield. Furthermore, EPEN underestimates the experimental result 

throughout the whole energy range as long as we do not consider the finite detector solid 

angle, which is not reported by Kononov et al.(Kononov et al., 1977). 
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Figure 8: Comparison of EPEN 7Li(p,n0)7Be neutron 0° double differential energy spectrum 

at Ep=1940 keV with experimental result (Kononov et al., 1977; Kononov, 2016) 

for a thick natural lithium target. 

To identify the cause of this disagreement, we calculated neutron energy spectra with 

various angular range covered by the detector. Figure 9 shows comparison of the results for 

four angular ranges (±0, 3, 5, 7 and 9°) with Kononov et al.’s experimental data. The spectra 

are normalized such that they have a common maximum 1 for better indication of the peak 

change and spectrum shape around the peak position with different angular coverage. The 

figure shows that the best agreement with experimental spectrum is observed when ± 50 is 

chosen.  A wider angular range (±9°) shows better agreement in the peak position, although 

the calculated spectrum clearly overestimates the experimental one above 30 keV.  
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Figure 9: Comparison of EPEN 7Li(p,n0)7Be double differential neutron energy spectrum at 

Ep=1940 keV for various angular range with experimental result (Kononov et al., 

1977; Kononov, 2016). 

To further confirm this, we also compared the calculated spectrum with Feinberg et 

al. (2012) experimental spectrum (Ep=1912±1.5 keV with 0±2.9°) in Figure 10 for a thick 

natural lithium target.  The peak position of the calculated and experimental spectra exactly 

match though the calculated one overestimates the experimental one around 100 keV. Herrera 

et al. also did the same comparison for their spectrum calculated by a different approach (see 

Figure 11 of M.S. Herrera, 2015), and reported the same discrepancy. Friedman et al. also 

compare their calculated spectrum with the Feinberg et al.’s experiment in Figure 5 of 

(Friedman et al., 2013), but the experimental spectrum (Ep=1912±1.5 keV with 0±2.9°) 

shown in the figure is different from the experimental spectrum compiled in EXFOR 

(O1983.004, data received from Feinberg in 2012).  
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Figure 10: Comparison of EPEN 7Li(p,n0)7Be double differential neutron energy spectrum 

with experimental result (Feinberg, 2012) at Ep=1912±1.5 keV at 0±2.9°for a 

thick natural lithium target. 

Figures 11(a) and (b) show comparison of the (p,n0) and (p,n1) forward direction (0 

deg) neutron energy spectra between the EPEN and experimental ones reported by Lefevre 

and Din (1969) for Ep = 3450 keV and Ep = 2520 keV, respectively, for a thick LiF target. 

Moreover, the experimental neutron spectrum is reported up to the ~300-keV lower 

boundary. The experimental angular coverage of the detector reported is ±6 deg, which is 

also used in the EPEN calculation. Lefevre and Din do not specify the incident proton beam 

energy spread. As shown by Figure 11(a), the EPEN calculation at 3450 keV with zero beam 

spread for a thick LiF target, where the protons slowed down below the reaction threshold 

inside the lithium target, does not match the experimental higher neutron energy tail as well 

as the first excited state edge. The EPEN calculation with 30-keV beam energy spread well 
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reproduces the first excited state edge as well as the higher-energy tail of the experimental 

result in the case of Ep = 3450 keV. At Ep = 2520 keV, EPEN reproduces very well the 

experimental neutron spectrum below 600 keV. However, the highest neutron energy of 

EPEN is much higher, and it also overestimates the spectrum above 600 keV. Another EPEN 

calculation at Ep = 2480 ± 10 keV reproduces very well the high-energy tail of the neutron 

energy spectrum, while it still overestimates the spectrum above 600 keV.  

Figures 12 (a) and (b) show comparison of EPEN neutron spectra with the theoretical 

neutron spectra reported in Table I of Ritchie (1976) at Ep = 2400 and 2800 keV for a thick 

natural lithium target where the protons slowed down below the (p,n0) reaction threshold 

inside the lithium target. The comparison in absolute units matches very well at both these 

energies for (p,n0) as well as (p,n1) neutron spectra. However, as shown in Figures 12 (a) and 

(b), there is a discrepancy around 100 keV where the peak of Ritchie’s theoretical neutron 

yield is relatively higher compared to the EPEN yield. It is also worth mentioning that the 

multiplication factor 10-2 given by Ritchie in Table I should be 102, which can also be 

confirmed by the y-axis scale in Figure 6 of the same paper. 
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Figure 11: Comparison of differential neutron spectra of EPEN with experimental results of 

Lefevre and Din for (a) Ep = 3450 keV and (b) Ep = 2520 keV at 0 ± 6 deg for a 

thick LiF target. For comparison, the neutron spectra are normalized such that they 

have a common maximum 1. 
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Figure 12: Comparison of angle-integrated neutron spectrum of EPEN with theoretical results 

of Ritchie at (a) Ep = 2400 keV and(b) Ep = 2800 keV for a thick natural lithium 

target. In (a), the (p,n1) neutron spectra of Ritchie and EPEN are multiplied by 30 

for better visibility. 

2.4.2. Comparison with SimLiT and PINO 

PINO (Protons In Neutrons Out) (R. Reifarth et al., 2016) and SimLiT (Friedman et 

al., 2013) are Monte-Carlo based programs, which allow the simulation of neutron spectra 

from 7Li(p,n)7Be reaction considering the geometry of the setup and the proton-energy 

spread. We compare our results with those obtained by SimLiT and PINO at two incident 

proton energies 2800keV and 3500 keV with two beam energy spread, 0 keV and 20 keV for 

lithium targets thicker and thinner than the proton range. In all the results reported here, the 

proton beam size is treated as negligible. Monte-Carlo simulations were performed for 100 

nC protons for SimLiT, and 10 million protons (maximum number allowed by the web 

interface) for PINO.  
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Figures 13 (a) and (b) show comparison between EPEN, SimLiT and PINO (p,n0) and 

(p,n1) neutron energy spectra for Ep=2800±20keV and Ep=3500±20keV respectively. The 

configurations used in EPEN, SimLiT and PINO are similar. A natural lithium target 

thickness is 38 μm, a square shape neutron activation sample foil (10×10 mm2) is placed at a 

distance 14 mm from the lithium target in the beam direction. The maximum sample angular 

coverage is 26.8° in this geometry. In the present work, the natural lithium density adopted is 

0.534 g/cm3. For comparison, the EPEN, SimLiT and PINO spectra are normalized such that 

the (p,n0)+(p,n1) total neutron yield is equal to 1. These figures show that there is a perfect 

match between EPEN and SimLiT neutron energy spectra for both (p,n0) and (p,n1) 

contributions. However, the PINO shows large discrepancy from the other two codes for both 

(p,n0) and (p,n1) contributions. EPEN reproduces the (p,n0) contribution calculated by PINO 

if there is no proton energy spread, which implies  a problem in treatment of proton energy 

spread in PINO. It is also worth mentioning that EPEN can reproduce the PINO (p,n0) 

spectrum in figures 13 (a) and (b) if the necessary weighting function described in Section 

2.3.7. is ignored. 

Similarly, a perfect match between EPEN and SimLiT (p,n1) spectra is observed, 

whereas, there exist large discrepancy of PINO (p,n1) result from the other two results. A 

much sharper (p,n1) spectrum predicted by PINO shows as if the lithium target thickness is 

thinner than the given one.  
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(b) 

Figure 13: Comparison between EPEN, SimLiT and PINO neutron energy spectra for thin  

lithium target thickness 38 μm at (a) Ep = 2800±20keV and (b) Ep=3500±20keV. 

Figures 14 (a) and (b) show comparison between EPEN, SimLiT and PINO (p,n0) and 

(p,n1) neutron energy spectra for Ep=2800±20 keV and Ep=3500±20 keV respectively. All 

other configurations are the same as in Figures 13 (a) and (b) except that the thickness of 

natural lithium is now 60 μm. Again for comparison, we normalized EPEN, SimLiT and 
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PINO spectra such that the (p,n0)+(p,n1) total neutron yield is equal to 1. The same arguments 

and conclusions can be drawn similar to Figures 13 (a) and (b). It is worth mentioning that 

the PINO neutron energy range in the case of (p,n1) spectra remains the same even if the 

lithium thickness is increased for a given incident energies, and similar configurations.  
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Figure 14: Comparison between EPEN, SimLiT and PINO neutron energy spectra for thin 

lithium target thickness 60 μm at (a) Ep = 2800±20 keV and (b) Ep =3500±20 keV. 

Figures 15 (a-d) show comparison between EPEN, SimLiT and PINO (p,n0) neutron 

energy spectra for Ep=2800 keV and Ep=3500 keV with negligible proton energy spread. We 

observed perfect match between all the results. This clearly shows that there is a serious 

problem in PINO simulation when it considers finite beam energy spread as shown in Figures 

13 and 14. EPEN and SimLiT assume a normal distribution of incident proton energy when 

the energy spread is specified (See Section 2.4.7. for the treatment of the energy spread in 

EPEN) while the procedure is not clear for PINO (Reifarth et al., 2016). 
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Figure 15: Comparison between EPEN, SimLiT and PINO (p,n0) neutron energy  spectra for 

zero proton beam energy spread at (a) Ep = 2800 keV and thin lithium target 

thickness 38 μm, (b) Ep = 3500 keV and thin lithium target thickness 38 μm, (c)  

Ep = 2800 keV and thin lithium target thickness 60 μm (d) Ep = 3500 keV and 

thin lithium target thickness 60 μm. SimLiT always requires finite proton energy 

spread, and we set it to 0.1 keV instead of 0 keV. 
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We measured the neutron capture cross section on 70Zn(n,γ)71Znm reaction using 

standard activation technique. The experiment was carried out at the Folded Tandem Ion 

Accelerator (FOTIA) Facility, Nuclear Physics Division, Bhabha Atomic Research Centre 

(BARC), Mumbai. The energies of proton beam used in the experiment were 2.25 MeV and 

2.60 MeV with energy spread of ±0.02 MeV. 

3.1. Neutron Source 

The neutron beam required for the experiment was obtained from the 7Li(p,n)7Be 

reaction. The thickness of the lithium targets used for irradiations at 2.25 and 2.60 MeV 

proton energies were 2.0-mg/cm2-(37.4-μm) and 2.5-mg/cm2-(46.8-μm) respectively. The 

proton beam current during irradiation varied from 50 to 100 nA, and the beam diameter on 

the lithium target was about 5 mm. The lithium foil was pasted on a 0.25-mm-thick tantalum 

foil (manufactured by Goodfellow Cambridge Limited, United Kingdom and supplied by H. 

Fillunger & Co. Pvt. Ltd., Bangalore) in order to stop the proton beam. The neutron flux was 

monitored online by a NE213 neutron detector at 0° and at 1-m distance from the lithium 

target. The neutron flux was recorded and saved every 30 min to get the neutron flux 

fluctuation during the whole irradiation period. 
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Figure 16: The schematic diagram of the Experimental Setup. 

 

Figure 17: NE213 neutron detector at zero degree kept at 1 m distance from the 

lithium target. 

Since the time-of-flight and multiple foil activation techniques cannot be applied at 

BARC-FOTIA due to the continuous beam structure and weak neutron flux, the neutron 

energy spectrum code - EPEN was used to calculate the neutron energy spectra of the 

7Li(p,n)7Be reaction. The neutron flux energy spectra calculated by EPEN at proton energies 
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2.25 ± 0.02 MeV and 2.60 ± 0.02 MeV are shown in Figure 18 and Figure 19 respectively. 

The input parameters in the present work for 2.25 MeV and 2.60 MeV are (Energy = 2250; 

Energy Sigma = 20; Type = Li; Thickness = 37.4; Distance to Lithium = 1.4; Shape = 

Square; Half Width = 0.5) and (Energy = 2600; Energy Sigma = 20; Type = Li; Thickness = 

46.8; Distance to Lithium = 1.4; Shape = Square; Half Width = 0.5). 
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Figure 18: Neutron flux energy spectrum φ(E) from the 7Li(p,n0)7Be reaction at Ep= 2.25 ± 

0.02 MeV obtained from the code EPEN. 
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Figure 19: Neutron flux energy spectrum φ(E) from the 7Li(p,n0)7Be and 7Li(p,n1)7Be 

reaction at Ep= 2.60 ± 0.02keV obtained from the code EPEN. 

The mean energy of the (p,n0) neutron group was obtained using the equation 

( ) ( )0 0nE E EdE E dEϕ ϕ= ∫ ∫               (39)
 

with the EPEN (p,n0) neutron flux energy spectrum ϕ0(E) and it is 0.40 ± 0.15 MeV and 0.70 

± 0.10 MeV for Ep = 2.25 and 2.60 MeV respectively. EPEN is available online 

(http://www.epen.nhergmzu.com/epen/), and the numerical neutron energy spectra can also 

be downloaded from the web page.  

3.2. Sample preparation  

An enriched zinc foil (72.4 ± 1.0%) to 70Zn (manufactured by FUSE “Integrated Plant 

Electrohimpribor,” Russia and supplied by AMT Ventures Pvt. Ltd.) was sandwiched 

between gold foils (manufactured by Goodfellow Cambridge Limited, United Kingdom and 

supplied by H. Fillunger& Co. Pvt. Ltd., Banglore). The gold foils were used for 

http://www.epen.nhergmzu.com/epen/
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normalization of the measured cross section with the 197Au(n,γ)198Au reaction as standard 

cross section. Another natural indium foil (provided by BARC) was stacked at the end of the 

foil stack to serve as an independent flux monitor foil using the 115In(n,n’)115Inm reaction for 

cross-checking. The whole stacked foils (10 × 10 mm2) were then wrapped with a 0.025-

mmthick super pure aluminum foil. The Au-Zn-Au-In stack was mounted at 0° with respect 

to the beam direction at a distance of 14 mm from the lithium target. All foils were weighted 

at TIFR with an accuracy of 0.1 mg. Details about the foils used in the experiment are given 

in Table 2. 

TABLE 2: Details of foils used in the present experiment. 

 

 

 

 

 

 

 

 

 

 

 

Isotope Enrichment 
(%) 

Purity 
(%) 

En 
(MeV) 

Thickness 
(mg/cm2) 

 

70Zn 

72.4±1.0 
8.49 (64Zn) 
8.40 (66Zn) 
2.01 (67Zn) 
8.70 (68Zn) 

>99.97 
0.40 113.6±0.1   

0.70 113.6±0.1  

197Au 100% 99.95 
0.40 54.2±0.1 (front) 

52.6±0.1 (back)  

0.70 72.3±0.1 (front) 
68.5±0.1 (back)  

115In 95.71% 99.99 0.40 129.8±0.1  
0.70 129.8±0.1  
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3.3. Measurement of γ-ray activity 

The foil stack was transferred to the counting room after the completion of the 

neutron irradiation and sufficient cooling. For each incident energy, the activities of the 

stacks of the foils were counted together, not the individual foils separately. Then gamma-ray 

activity counting was done using a precalibrated lead-shielded 185-cc high-purity germanium 

(HPGe) detector having 30% relative efficiency and 1.8-keV energy resolution at 1.33-MeV 

gamma energy. The data acquisition was carried out using CAMAC-based LAMPS (Linux 

Advanced Multiparameter System) software (TCAMCON-95/CC 2000 crates controller and 

CM-48 ADCs). Therefore, the dead time of the detector was negligible. The decay curve 

analysis was carried out by saving the gamma count periodically. This procedure helped in 

correct identification of the gamma ray of interest. Details of decay data adopted in the 

analysis are given in Table 3. The irradiation, cooling and counting times are presented in 

Table 4. 

TABLE 3: Decay data adopted in the present work taken from the ENSDF library 

(Abusaleem et al., 2011; Huang Xiaolong, 2009; Blachot, 2012). 

 

 

 

Nuclide Half-life Eγ (keV) Iγ (%) 

71Znm 3.96 ± 0.05h 386.280 91.40±2.10 
198Au 2.6947 ± 0.0003d 411.802 95.62±0.06 
115Inm 4.486 ± 0.004h 336.240 45.80±2.20 



3 Experimental Details RebeccaPachuau 

58 
 

TABLE 4: Irradiation, cooling and counting times. 

En (MeV) Irradiation 
time (sec.) 

Run 
No. 

Cooling time (sec.) 
(beam stop time-
counting start time) 

Counting time (sec.) 

0.40 14760.0 

1 2428.0 3776.7 
2 6210.7 7232.1 
3 13450.8 7216.7 
4 20674.5 7306.3 
5 27989.8 7235.1 
6 35233.9 2551.8 

0.70 18924.0 

1 1127.0 1983.7 
2 3115.7 1804.9 
3 6623.0 1804.4 
4 8434.4 1760.6 
5 10381.0 3599.9 
6 13987.9 3600.0 
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Figure 20: Typical γ-ray spectrum of radioactive nuclides 115Inm, 71Znm and 198Au at 

<En>=2.6 MeV. 
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3.4. Calibration of HPGe detector  

The detection efficiency is a measure of the percentage of radiation that a given 

detector detects from the overall yield emitted from the source. It can vary with the volume 

and shape of the detector material, absorption cross section in the material, attenuation layers 

in front of the detector, and distance and position from the source to the detector. 

The detector efficiency depends on different parameters and thus various kinds of the 

efficiency definitions are used to cover those parameters. 

 (i) Absolute total efficiency: Especially in the radioactivity measurement the absolute 

efficiency of the detector must be known. It is defined as the ratio of the number of counts 

recorded by the detector (Nc) to the number of radiation (Ns) emitted by the source in all 

directions as represented in the following formula: 

c
abs

s

N
N

ε =
                 (40) 

(ii) Intrinsic efficiency: It is the ratio of the number of pulses recorded by the detector 

to the number of gamma rays hitting the detector i.e., the fraction of gamma rays recorded in 

the net full energy peak to the number incident on the detector. This efficiency is independent 

of source/detector geometry. 

 (iii) Absolute full-energy peak (or photo-peak) efficiency: It is the efficiency for 

producing full-energy peak pulses only, rather than a pulse of any size, for the gamma ray. It 

depends on geometrical arrangement of source and detector. This parameter is of most 

significance in practical gamma-spectroscopy. 

The photon radiations of 152Eu cover the energy range of our interest and it also 

provide the highest possible accuracy. Therefore, a 152Eu point source (T1/2 = 13.517 years, 
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Martin, 2013) of known activity (A0 = 7582.5 Bq on 1 Oct. 1999) was used for determination 

of the absolute photopeak efficiency of the HPGe detector at various characteristic gamma 

energies of the point source. The characteristics of the 152Eu point source used in the 

experiment are given in Table 5. 

TABLE 5: Characteristics of the 152Eu point source. 

Isotope Activity on Reference 
Date [DPS] 

Activity on 
Measurement Date 
(24.2.2013)[DPS] 

Reference 
Date 

Half-life [t1/2 
years] 

152Eu 7582.5 3733.17 1.10.1999 13.517 ±0.014 

 

 The spectrum obtained demonstrates that the 152Eu source was a long-lived multi 

gamma-ray emitter with gamma-rays being emitted over a wide range of energies. This 

spectrum emphasizes the capability of the HPGe detector to measure complex spectra and to 

distinguish between very close energy lines, in the limits of the values for the energy 

resolutions. The detection efficiency for the point source placed at a distance of 1 cm from 

the detector εp was determined by 

0

c G
p I G t

CK
A e tIλ

γ

εε ε ε −= =
∆                 (41)

 

where εI is the intrinsic detection efficiency, εG is the geometric efficiency depending on the 

distance and shape of the source), and Ω is solid angle for a point source located along the 

axis of a right circular cylindrical detector.  

 Since the count rate from the 70Zn(n,γ)71Znm reaction is rather low, we needed to 

place the foil stack very close to the detector to obtain a high count rate. Therefore, the 
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efficiency calibration source also had to be placed at the same distance, which is 1 cm from 

the detector. However, this introduces the coincidence-summing effect. Evaluations of the 

coincidence summing effect and detection efficiency are discussed in the following sections. 

All the parameters independent of gamma energies are finally canceled because we need only 

the ratio of detection efficiencies in the determination of the cross sections. 

3.4.1. Intrinsic Efficiency 

 Intrinsic efficiency is defined as the probability that a ray incident on an 

infinite-area flawless crystal is registered in the full energy peak. At a given energy this 

probability is a function only of detector thickness and it approaches unity as the thickness 

increases (Michael G. Strauss et al., 1977). It is also defined as the number of events detected 

in the total absorption peak over the total number of events impinging on the detector’s 

window (or wall). It depends on several variables like the gamma energy, the detector 

characteristics (dimensions, shape, material, etc) and the source’s relative placement. The 

peak efficiency of a system consisting of a source placed inside an infinite detector would be 

unity, because eventually all energy would be absorbed by the detector. Real systems almost 

never meet these requirements, but high peak efficiencies can still be obtained. Not all 

gammas will see the full detector thickness and this effect will be less and less important as 

the source is placed further away from the detector (Peralta, 2004). The detection efficiency 

depends mainly on the intrinsic factors characteristic of the detector and on the solid angle Ω 

under which the source is seen by the detector. The intrinsic efficiency is represented by Eqn. 

(42)  as: 

  
0

C
I t

CK
A e tIλ

γ

ε −=
∆                  (42)
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where C is the number of counts during the counting time (Δt = 3607 sec), A0 is the 152Eu 

source activity at the time of manufacture, t is the time elapsed from the date of manufacturer 

to the start time of counting, λ is the decay constant, Iγ is the decay gamma intensity, KC is the 

correction factor for the coincidence summing effect. 

3.4.2. Geometric Efficiency 

 For an arbitrary detector and isotropic point source the geometric acceptance can be 

defined as the fraction of solid angle subtended by the detector at the source position (Peralta, 

2004) 

   
3

1 1 .
4 4G A

r nd dA
r

ε
π π

= Ω =∫ ∫
 

                (43)
 

where n


 is a unitary vector perpendicular to the detector surface at each point and r


 the 

vector linking the point source to a detector elementary area dA. For an extended source an 

extra integration must be carried out to cover all source points. For a cylindrical detector with 

a window of radius r and a point source located in the symmetry axis at a distance d from the 

detector, the solid angle can be computed as shown in Figure 21. 
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Figure 21: Geometric arrangement of 152Eu point source. 

   ( ) ( )
2 1 '

0 cos
cos 2 1 cosd d

π

θ
φ θ π θ∆Ω = = −∫ ∫               (44)

 

where 

   tan r
d

θ = and
2 2 2

1cos
tan 1

d
r d

θ
θ

= =
+ +

 

Therefore, the solid angle and geometric efficiency can then be written as, 

  
2 2

2 1 d
r d

π
 

∆Ω = − 
+                     (45)

 

  
2 2

1 1
4 2G

d
r d

ε
π

 ∆Ω
= = − 

+                  (46)
 

3.5. Coincidence summing effect  

When two gamma rays emitted in a cascade are detected within the resolving time of 

the detector, it becomes impossible for the detector to distinguish between the two gamma 

rays. Therefore, instead of two signals, a single signal is observed in the spectrum as if a 

single gamma ray had been detected. This condition is known as “cascade” or “true 

coincidence” summing. This leads to 

(1) a loss in count (“summed out”) from the peaks corresponding to two gamma rays. 

(2) an addition of count (“summed in”) at the sum of two energies.  

For any source-to-detector distance, there will be some degree of summing depending on the 

detector size, beyond a certain distance; coincidence-summing losses will be negligible. 
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A simplified decay scheme for Eu-152 is depicted in Figure 21. There are two 

possible modes of decay for the atoms of this nuclide: 

(1) they can either emit β - particle and form Gd-152 (27.92% of events)  and the daughter 

nucleus de-excites by emitting a number of gamma-rays. 

(2) they can capture electron to form Sm-152 (72.08% of events) and the daughter nucleus 

de-excites by emitting a number of gamma-rays. 

 

Figure 22: Simplified decay scheme for 152Eu. 

The electron capture decay to Sm-152 is to be coupled with the emission of Sm X-

rays. The individual nuclear levels have short lifetimes, which are much shorter than the 

resolving time of the gamma spectrometer system. Each disintegration of a Eu-152 atom in 

the source releases a number of gamma-rays, possibly X-rays, simultaneously. For the 

detector, there is a certain probability that more than one of these will be detected together. In 

that case, the recorded pulse represents the sum of the energies of the two individual photons. 

This phenomenon is True coincidence summing (TCS), i.e. it is the summing of two gamma-

rays emitted in coincidence (Damon, 2005). 
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The probability that two gamma rays will be detected together decreases with 

increasing distance between the source and the detector. Thus, for the probability of two 

gamma rays reaching the detector at the same time to be negligible, the sample should be 

counted far from the detector so that the coincidence summing corrections can be avoided. 

But this method is impracticable for samples with low activity where the samples are required 

to be counted as close as possible to the detector. In the present experiment, the count rate 

from the 70Zn(n,γ)71Znm reaction is very low. Therefore, to obtain high count rate, the foil 

stack was placed close to the detector. To avoid coincidence summing corrections in such 

cases, a gamma ray standard, 152Eu, has to be used as a monitor. To prove the evidence for 

coincidence summing, the sum peaks in the 152Eu standard source spectrum is shown in 

Figure 23. The indicated photo-peaks from Figure 23 correspond to the combination of 

gamma-ray lines are given in Table 6. 
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Figure 23: Sum peaks in the 152Eu standard source spectrum due to coincidence summing. 
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Figure 24: Example of cascade decay scheme. Coincident emission of the photons (i-j ), 

(k-m), (k-j ) and (m-j ). 

TABLE 6: Combinations of gamma-ray energies (keV) of the 152Eu standard source that 

undergo coincidence summing. The yellow boxes indicate those peaks that undergo summing 

in and those blue boxes, summing out. 

  Coincidence Summing Out/In on Eu - 152 

keV 121.8 244.7 344.3 444.1 

244.7 366.5       

444.1 565.9       

778.9     1123.2   

867.4   1112.1     

964.0 1085.8     1408.1 

1085.8   

 

    

1112.1 1233.9       

1408.0 1529.8       
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3.5.1. Software for Correction of TCS (EFFTRAN) 

EFFTRAN is a Monte Carlo efficiency transfer code for gamma-ray spectrometry 

(Vidmar, 2005). Table 7 shows the 152Eu standard source characteristic gamma energies and 

their corresponding gamma intensities considered in the detector efficiency measurement. 

EFFTRAN was used to calculate the correction factor Kc to correct the measured efficiency 

for the coincidence-summing effect. A detailed specifications of the HPGe detector (e.g., 

dimensions and materials of the crystal, crystal hole cavity, end cap, window, mount cup, and 

absorber) and the 152Eu gamma source (e.g., dimension, material, and characteristic gamma 

and X-rays) were provided as inputs to the simulation. Thus, the simulation takes care of γ-

ray–γ-ray, γ-ray–X-ray, and X-ray–X-ray coincidences. The detector efficiencies with and 

without the correction measured at the characteristic gamma energies of the 152Eu point 

source are shown in Figure 21. All characteristic gamma lines are affected by the summed out 

effect whereas only those with higher energies are affected by the summed in effect as shown 

in Table 7 where the gamma rays with lower energies in general have larger correction 

factors because the loss of their counts due to the summed out effect is not or less 

compensated by the summed in effect. Only the efficiency ratio is necessary for 

determination of the cross sections, and therefore only the uncertainties in counting statistics 

and gamma intensity were considered in the error propagation to the efficiencies of the 71Znm 

and 198Au characteristic gamma-lines. Since the calibration of the HPGe detector was carried 

out with the point source while the activated foil stack has finite area (1 × 1 cm2), the 

efficiency for the point source geometry εp was transferred by EFFTRAN to the efficiency for 

the foil stack geometry ε, which is given in Table 7. 
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TABLE 7: Detection efficiencies for the point source geometry εp and for the foil stack 

geometry ε at the characteristic γ energies of 152Eu with their γ intensities Iγ (Martin,2013) 

adopted for efficiency determination, counts C and coincidence summing effect correction 

factors Kc. The 444.0 keV γ-line consists of 443.96 keV (Iγ = 2.827± 0.014%) and 444.01 

keV (Iγ = 0.298 ± 0.011%) unresolved by our detector. The uncertainty in ε is propagated 

from the uncertainties in C and Iγ. 

Eγ(keV) Iγ C Kc Ɛp Ɛ 

121.8 28.53 ± 0.16 328049.3 1.113 3.0514 3.0270 ± 0.0178 
244.7 7.55 ± 0.04 53997.8 1.158 2.0083 1.9940 ± 0.0136 
344.3 26.59 ± 0.20 157183.5 1.078 1.555 1.5450 ± 0.0123 
411.1 2.237 ± 0.013 9647.2 1.193 1.2803 1.2720 ± 0.0149 
444 3.125 ± 0.018 13292.1 1.142 1.2087 1.2013 ± 0.0125 
778.9 12.93 ± 0.08 32542.8 1.112 0.6964 0.6922 ± 0.0058 
1112.1 13.67 ± 0.08 28712.2 1.033 0.5399 0.5368 ± 0.0045 
1408 20.87 ± 0.09 34940.8 1.05 0.4374 0.4349 ± 0.0030 
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4.1. Estimation of measured Cross Section 

The spectrum averaged cross section for 70Zn(n,γ)71Znm was calculated using the 

standard activation equation 

< σZn
m >=< σAu >(AZn/AAu)[(aAuNAuIAuƐAufAu)/( aZnNZnIZnƐZnfZn)](CZn/CAu)            (47) 

where, 𝐴𝐴𝑥𝑥 = Σ𝑖𝑖𝐴𝐴𝑥𝑥,𝑖𝑖 (x : Zn or Au) is the number of counts (𝐴𝐴𝑥𝑥,𝑖𝑖 is the number of counts from i-

th counting), 𝑎𝑎𝑥𝑥 is the isotopic abundance of the sample, 𝑁𝑁𝑥𝑥 is the number of atoms, 𝐼𝐼𝑥𝑥 is the 

gamma intensity, 𝜀𝜀𝑥𝑥 is the detection efficiency,  

fx = [1-exp(-λxt1)]∑ expi (-λxt2,i)[1-exp(-λxt3,i)]/λx               (48) 

is the timing factor for the irradiation time t1, cooling time for the ith counting t2,i,measuring 

time for the ith counting t3,i,λx is the decay constant, and Cx is the correction factor (x = Zn or 

Au). The timing parameters and decay data are given in Table 3 and Table 4 respectively. 

The symbol <...> in Eqn. (47) signifies that the cross section is averaged for the (p,n0) 

neutron flux energy spectrum φ0(E) obtained from EPEN. 

4.2. Reference Cross Section 

  The 197Au(n,γ)198Au reaction was used as the neutron flux monitor. Since the incident 

neutron beam of 7Li(p,n0)7Be is not monoenergetic with an energy spread of 0.15 MeV and 

0.10 MeV at neutron energies 2.25 MeV and 2.60 MeV respectively, the point wise monitor 

cross section in the IAEA Neutron Cross-Section Standards was folded by neutron energy 

spectrum obtained from EPEN using the relation 

  〈𝜎𝜎𝐴𝐴𝐴𝐴 〉 = ∫𝛷𝛷0(𝐸𝐸)𝜎𝜎𝐴𝐴𝐴𝐴 (𝐸𝐸)𝑑𝑑𝑑𝑑                                                (49) 

where φ0 is the neutron flux energy spectrum obtained from EPEN and σAu(E) is the IAEA 

Standard Neutron Cross-Sections obtained from IAEA Neutron Cross-Section Standards 

(Carlson et al., 2009).  
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 The fractional uncertainty in the cross section was estimated using the quadrature sum 

of the fractional uncertainty in <σAu>, Ax, ax, Nx, Ix, fx, Cx (x = Zn and Au) as well as εAu/εZn 

while the fractional uncertainty in Δfx/fx was obtained by assuming that the uncertainties were 

contributed by half-lives of 71Znm and 198Au. A detail explanation on the determination of 

Δfx/fx is given in Section 4.4.3. 

4.3. Correction Factors 

 In the present work, we took into account different correction factors. The correction 

factor Cx(x = Zn or Au) in Eqn. (47) is decomposed to  

Cx = Cx,flucCx,lowCx,scatCx,attn., 

Each term is the correction factor for 

(1) neutron flux fluctuation (fluc) 

(2) low-energy neutron backgrounds due to 7Li(p,n1)7Be neutrons (low) 

(3) scattered neutron background originating from elastic, inelastic, and multiple scatterings 

in the foil stack and the surrounding materials (scat) 

(4) γ-ray self-attenuation (attn) 

4.3.1. Neutron flux fluctuation correction factor 

During the irradiations, proton straggling in the target, the angle dependence of the 

neutron yield and energy, the close geometry, and multiple scattering of the neutron result in 

energy distributions of the primary component of the flux that differ for the monitor foils and 

the sample because of the flux attenuation between their different distances from the neutron 

source. This may be accounted for by simple means in very lightweight arrangements 
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(Reimer, 2005). On the other hand, the activity of the irradiated foil is proportional to the 

neutron flux, as a result of which the activation formula given in Eqn. (10) assumes a 

constant neutron flux during the irradiation. Therefore, the impact of fluctuations of the 

proton beam current during the long irradiation time was taken into consideration. Its 

correction factor for flux fluctuation was obtained by 

( ) ( ) ( ), 1 , 1 1 11,
1 exp 1 exp expx fluc m x m i x xi n

C t t t i tλ λ λ
=

= Φ − − Φ − − ∆ − − ∆          ∑             (50)
 

where Φm, is the neutron flux measured by the NE213 monitor detector during the i-th time 

interval (i=1,n i.e., time bin and n is number of total time bins), Δt1=t1/n is the dwell time 

(i.e., 30 min) and 〈𝜙𝜙𝑚𝑚〉 = ∑ 𝜙𝜙𝑚𝑚 ,𝑖𝑖/𝑛𝑛𝑖𝑖=1,𝑛𝑛  is the mean flux during irradiation  (Sage et al, 2010; 

Fessler et al., 2000). This method of taking the ratio of correction factors for measured Zinc 

to Gold samples for each irradiation is quite significant because the half-lives of the captured 

products 71Znm (3.96 ± 0.05h) and 198Au (2.6947 ± 0.0003d ) which are formed 

simultaneously, are very different. 

4.3.2. Low-energy neutron backgrounds correction factor 

 One of the most important correction factors is contributed by the presence of low 

energy breakup neutrons (p,n1) coming from the target reactions. These low energy second 

groups of neutrons are produced due to the population of first excited state of 7Be. The 

neutron spectra are obtained from the neutron energy spectrum code EPEN. For proton 

energies above the cut-off energy, 𝐸𝐸𝑝𝑝𝑐𝑐 = 2.37 MeV, a second neutron production channel 

7Li(p,n1)7Be opens in addition to 7Li(p,n0)7Be neutrons, leading to a second neutron group 

having lower energies. Above this cut-off energy, the neutrons are quasi-monoenergetic. The 

neutron spectrum obtained from EPEN clearly shows the separation between the two groups 

of neutrons with a deep valley between them. This separation between the (p,n0) and (p,n1) 
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neutrons can be clearly seen for proton energy 2.60 MeV. On the other hand, the incident 

proton energy 2.25 MeV is lower than the cut-off energy, i.e. 2.37 MeV, therefore there is no 

contribution from the second group of neutrons and hence, the neutron spectrum obtained 

from EPEN show a broad spectrum. The third neutron group due to 7Li(p,n2)7Be does not 

appear until Ep=7.07 MeV, but at proton energies above Ep=3.70 MeV, the 7Li(p,n+3He+α) 

three-body breakup channel opens up and shows a broad neutron spectrum. The position of 

the cut-off energy varies depending upon the incident proton energy. In general, the neutron 

capture cross sections decreases as the neutron energy increases and therefore, the 

contribution of the low-energy background neutrons has to be carefully determined and 

subtracted. The required correction factor for Ep=2.60 MeV was then calculated by forming a 

ratio of the sample activities produced by neutrons below the cut-off energy to those 

produced by the entire neutron spectrum. Then, the (p,n1) low energy neutron background 

was subtracted by the correction factor 

( ) ( ) ( ) ( ), 11 /x low x xC E E dE E E dEϕ σ ϕ σ= − ∫ ∫                           (51)
 

where φ1(E) is the (p,n1) neutron flux energy spectrum calculated by EPEN and φ(E) is the 

sum of (p,n0) and (p,n1) neutron flux energy spectrum. σx(E) is the 70Zn(n,γ)71Znm cross 

section taken from TENDL-2015 library (Koning et al., 2015) or 197Au(n,γ)198Au cross 

section taken from the IAEA Neutron Cross-Sections Standards (Carlson et al., 2009). 

4.3.3. Scattered neutron background correction factor 

Several neutrons are scattered in the room background due to elastic, inelastic and 

multiples scattering in the foil stack and surrounding materials. The correction factors for 

these effects are considered and were evaluated by PHITS (Particle and Heavy Ion Transport 

code System) Ver 2.840 (Sato et al., 2013). PHITS can deal with the transport of nearly all 

particles, including neutrons, protons, heavy ions, photons, and electrons, over wide energy 
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ranges using various nuclear reaction models and data libraries. PHITS also has several 

important features, such as an event-generator mode for low-energy neutron interaction 

(Niita, 2011), beam transport functions (Furusaka et al., 2004; Nose et al., 2005; Sakaki et 

al., 2010), a function for calculating the displacement per atom (DPA) (Iwamoto et al., 2012), 

and a microdosimetric tally function (Sato et al., 2009). Due to these reasons, it has been 

widely used for several applications. The geometrical configurations of the simulation are all 

set up in accordance with the experimental set up. All the materials in and around the foil 

stack placed downstream of the tantalum proton beam stopper was modeled in the simulation. 

Neutrons were generated according to the (p,n0) neutron flux energy spectra φ0(E) calculated 

by EPEN and in the forward direction. Productions of 71Znm and 198Au were calculated with 

the (p,n0) neutron spectra from EPEN and evaluated cross sections of all foil stack and 

surrounding materials from the AceLibJ40 library (a library in the ACE Format based on 

JENDL-4.0). Cross sections were calculated by counting 71Znm and 198Au produced by all 

neutrons including neutrons scattered by a foil stack or surrounding material before the 

production (All), and those produced by neutrons not scattered before the production (True). 

The uncertainties in Cscat are about 0.5% and 0.1% for Zn and Au foils, respectively. The 

weighted means of Cscat are adopted in determination of experimental cross sections because 

it was impossible to distinguish gamma-rays from front and back foils in our measurement. 

4.3.4. Gamma-ray self-attenuation correction factor 

 Gamma-ray spectrometry is one of the most widely used techniques to determine the 

concentration of natural and artificial radionuclides in environmental samples. The use of 

germanium detectors in high-resolution gamma-ray spectrometry allows a precise 

quantitative determination of the radioactive concentration of any type of sample. When a 

gamma photon passes through any material, including the sample in which it is generated, it 

undergoes specific interactions with a given probability. In these interactions the photon is 
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either absorbed or scattered, losing energy; in any case it cannot contribute to the peak count-

rate. This effect of gamma photon energy with a loss of energy within the sample itself before 

being measured with a detector apparatus is called Self-attenuation. The degree of self-

attenuation depends on a number of factors such as sample geometry and linear attenuation 

coefficient µ; the linear attenuation coefficient depends in turn on material density, sample 

composition, and photon energy E (Robu et al., 2008). If a stack of foils is used, the gamma 

photon attenuation in the sample can also induce serious systematic errors because the 

gamma photon, while passing through the second foil, is reduced by absorption in the first 

foil and so on. For the purposes of accuracy and precision that are needed in the analysis 

involving the NAA technique, gamma spectrometric analysis requires correction for the self-

attenuation effect due to the interactions of the gamma-rays with the foil stack. If a stack of 

foils is used, the gamma photon attenuation in the sample also induces serious systematic 

errors since the gamma photon while passing through the second foil is reduced by absorption 

in the first foil and so on. It is usually a function of the total linear coefficient μl multiplied by 

the thickness of the sample as measured in the direction of the gamma photon. For the 

purpose of accuracy and precision which are required in the analysis involving the NAA 

technique, gamma spectrometric analysis requires correction for the self-attenuation effect 

due to the interactions of the gamma-rays with the foil stack. According to Beer Lambert’s 

law, the attenuation of a gamma-ray flux passing through a path of length x in a sample with 

linear attenuation coefficient µ can be expressed as: 

( ) ( )1 0 ,1 1 ,1 1 1exp expl mI I x xµ µ ρ= − = −               (52) 

where μm is the mass attenuation coefficient of the gamma energy and material-1, I1 is the 

gamma-ray flux at interface-1. If the 1st foil of thickness x1 is a homogenous source of the 
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gamma-line, and it penetrates other n-1 foils of thickness xi before reaching the detector, the 

probability is expressed by (Millsap et al., 2015; Robu et al., 2009; Jackman, 2007) 
 

( ) ( ) ( )
1

2,
, 1 ,1 1 1 ,

0

1 exp exp
i n

x

S attn m m i i iC x x dx xµ ρ µ ρ
=

 
= − • − 

  
∏∫  

( ) ( ) ( )
2,

,1 1 1 ,1 1 1 ,1 exp exp
i n

m m m i i ix x xµ ρ µ ρ µ ρ
=

  = − − • −   ∏
            (53) 

If the measured sample is subjected to attenuation and the calibration source is not, the 

correction factor Cattn must be applied to the peak area, i.e., 1/CS,attn , then,  

( ) ( ) ( )1
, ,1 1 1 ,1 1 1 ,2,

1 exp expattn S attn m m m i i ii n
C C x x xµ ρ µ ρ µ ρ−

=
  = = − − • −   ∏             (54)

 

 The values of the correction factors are summarized in Table 8. 

Table 8: Correction factors applied to the measured cross sections. 

En (MeV) 0.40 0.70 

CZn,fluc/ CAu,fluc 0.888 0.939 

CAu,low  0.967 

CZn,low  0.988 

CZn,scat 0.980 0.984 

CAu,scat 

0.981 (front) 

0.978 (back) 

0.980 (mean) 

0.983 (front) 

0.980 (back) 

0.982 (mean) 

CZn,attn 1.019 1.021 

CAu,attn 

1.024 (front) 

1.013 (back) 

1.019 (mean) 

1.028 (front) 

1.015 (back) 

1.022 (mean) 
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4.4. Uncertainty Propagation 

4.4.1. Uncertainty in Detector Efficiency 

In the present experiment, we used a hyperpure HPGe detector separated by 1 cm 

from the irradiated foil stack was used to determine CZn and CAu in Eqn. (47). The detection 

efficiencies of the detector were measured by using eight gamma-lines of a 152Eu calibration 

source. The detection efficiency for the i-th gamma-line (emission probability Ii, Martin, 

2013) was determined by 

, ,
,

0 , ,

G i c i
p i t

c i i

C K
A e t Iλ

γ

ε
ε −=

∆                  (55)
 

where C is the number of counts during the measuring time, Kc,i is the correction factor for 

the coincidence summing effect, A0 is the activity of the calibration source at the time of its 

manufacturer to the start of counting, λ is the decay constant of 152Eu.  

In order to obtain the detector efficiencies at the characteristic gamma energies of the 

71Znm (EZn = 386.28 keV) and 198Au (EAu = 411.802 keV), the point-wise efficiencies in 

Table 7 were interpolated through the following fitting function (see Figure 26): 

( ) ( )0 0exp cE E Eε ε ε= − +                     (56) 

The fitting parameter values are given in Table 9. This equation gives the detection 

efficiencies of 386.28 keV gamma-ray of 71Znm and 411.802 keV gamma-ray of 198Au as εZn 

= 1.404644 ± 0.034969% and εAu = 1.319418 ± 0.034688%, respectively. 
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TABLE 9: The efficiency curve fitting parameter values. 

  Value Uncertainty   
Correlation 
Coefficient   

Ɛo 3.8896 0.2083 1   
Eo 279.5410 16.8800 -0.843 1  
Ɛc 0.4279 0.0194 0.408 -0.687 1 

 

 The uncertainties of ε0, E0 and εc are propagated from ΔCi = √𝐶𝐶𝐶𝐶 and ΔIi are 

determined by the ENSDF evaluator (Martin, 2013). It is not necessary to propagate the 

uncertainties in the parameters which are commonly applied to all the gamma-lines (e.g., ΔA0 

and Δγ) because only the ratio of the detection efficiency (ηr,x = εr/εx) is required in our cross 

section measurement. The parameters reproducing the efficiency εi in Table 7 gives the 

detection efficiency curve ε(Eγ) in Figure 25.  
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Figure 25: Detection efficiency calibration curve of the HPGe detector for the (1×1)-cm2 

source placed at a distance of 1 cm from the detector. The error bar for the 

uncertainty due to counting statistics is within the symbol. 
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The counts C, gamma intensities Iγ, coincidence summing effect correction factors Kc, the 

detection efficiencies for the point source geometry εp and for the foil stack geometry E at the 

characteristic gamma energies of 152Eu and the uncertainties Δε propagated from the C, ΔC, 

Iγ, ΔIγ,εp, and ε are given in Table 10. 

TABLE 10: The uncertainties Δε propagated from the C, ΔC, Iγ, ΔIγ, εp, and ε. 

Eγ 
(keV) 

C ΔC Iγ ΔIγ 
Ɛp(uncor) 
(%) Kc Ɛp(cor) (%) Ɛ (%) ΔƐ (%) 

121.8 328049.3 572.7559 0.2853 0.00160 2.7416 1.113 3.0514 3.0270 0.0178 
244.7 53997.8 232.3743 0.0755 0.00040 1.7343 1.158 2.0083 1.9940 0.0136 
344.3 157183.5 396.4637 0.2659 0.00200 1.4425 1.078 1.5550 1.5450 0.0123 
411.1 9647.2 98.22016 0.02237 0.00013 1.0731 1.193 1.2803 1.2720 0.0149 
444.0 13292.1 115.2914 0.03125 0.00018 1.0584 1.142 1.2087 1.2013 0.0125 
778.9 32542.8 180.3962 0.1293 0.00080 0.6263 1.112 0.6964 0.6922 0.0058 
1112.1 28712.2 169.4467 0.1367 0.00080 0.5227 1.033 0.5399 0.5368 0.0045 
1408.0 34940.8 186.9246 0.2087 0.00090 0.4166 1.050 0.4374 0.4349 0.0030 

The covariance between the two interpolated efficiencies εZn and εAu are obtained following 

the prescription by Mannhart (Mannhart, 2013): 

 ( ) ( ) ( )2
0 0cov , expZn Au Zn AuE E Eε ε ε= − + ∆  

( ) ( ) ( )22 4
0 0 0 0expZn Au Zn AuE E E E E E Eε+ − + ∆   ( ) ( )2 2

0 0c Zn AuE E Eε ε  + ∆ + +   

( ) ( )0 0 0exp cov ,Zn AuE E E E ε− +   ( ) ( ) ( )0 0 0exp exp cov ,Zn Au cE E E E ε ε+ − + −    

( ) ( ) ( ) ( ) ( )2 2
0 0 0 0 0 0 0exp exp cov ,Zn Zn Au Au cE E E E E E E E Eε ε ε + − + −               (57)

 

which can also be used to obtain the uncertainty in the detection efficiency (Δεi)2 = 

Cov(ε(Ei),ε(Ei)). Since only the ratio of the efficiencies ηZn,Au = εZn/εAu are required. It is not 

necessary to propagate the uncertainties in the parameters commonly applied to all gamma-

lines (e.g., ΔA0, Δλ) because only the ratio of the detection efficiency (ηm;x = εm = εx) is 
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required in our cross section determination. Therefore, the fractional uncertainty ΔηZn/ηAu is 

propagated from var(εZn), var(εAu) and cov(εZn,εAu). 

( ) ( ) ( ) ( ) ( )2 2 2/ 2cov , ,Zn Zn Au Au Zn Au Zn Auη η ε ε ε ε ε ε ε ε∆ = ∆ + ∆ −              (58) 

where (ΔεZn)2= var(εZn) and (ΔεAu)2= var(εAu) 

Finally the detection efficiency ratio was obtained with very low uncertainty, η = 1.06459 ± 

0.00274. 

4.4.2. Uncertainty in Standard Gold Monitor Cross Section 

 The 197Au(n,γ)198Au cross section in the IAEA Neutron Cross Section Standards 

(Carlson et al., 2009, Figure 2(a)) was adopted as the monitor cross section in the present 

experiment. The uncertainties are estimated for the reference and measured cross section for 

the neutron energies 0.40, 0.70, 0.96, 1.69 MeV. The cross sections for the latter two energies 

were obtained in our previous work (Punte et al., 2017; Lalremruata et al., 2017). However, 

the uncertainty propagation is repeated in the present work. In order to estimate the 

uncertainty for the reference cross section, the covariance information provided by the IAEA 

Cross-Section Standard was adopted (Carlson et al., 2009). Since the 7Li(p,n0)7Be incident 

neutron beam is not monoenergetic but has energy spread (En=0.40 ± 0.15 and 0.70 ± 0.15 

MeV, see Figure (18) and (19)), the point-wise monitor cross section in the IAEA Neutron 

Cross-Section Standards σr(E) was folded by the neutron flux energy spectrum  

ϕi(E)(∫ 𝑑𝑑𝑑𝑑𝜙𝜙𝑖𝑖(𝐸𝐸) = 1;∞
0  i=1 and 2 are for En= 0.40 and 0.70 MeV) calculated by the neutron 

energy spectrum code EPEN. 

( ) ( ),r i i rdE E Eσ φ σ= ∫                                        (59)
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The IAEA Neutron Cross-Section Standards provide the covariance information of σr(E) for 

its group-wise cross section expression: 

( ) ( ),max

,min
,max ,min( )k

k

E

r r k kk E
dE E E Eσ σ= −∫

                                                (60)
 

where Ek,min and Ek,max are the lower and upper boundaries of the k-th energy group. 

Similarly, we also introduce the group-wise neutron flux energy spectrum Φi,k by 

,max

,min
, ( )k

k

E

i k iE
dE EφΦ = ∫

                                                                         (61)
 

which satisfies ∑ 𝜙𝜙𝑖𝑖 ,𝑘𝑘 = 1𝑘𝑘  and the value of k ranges from 1-30, 31-44, 45-55, 56-59 for 

neutron energies 0.40 ± 0.15, 0.70 ± 0.10, 0.96 ± 0.15, 1.69 ± 0.15 MeV respectively. By 

using 〈𝜎𝜎𝑟𝑟〉k and Φi,k, Eqn. 59 is discretized to 

, ,r i i k r k
k

σ σ= Φ∑
                                                   (62)

 

The uncertainty in our monitor cross section, Δ<σAu> due to the uncertainty in the IAEA 

Neutron Cross-Section Standards was obtained using the relation 

(Δ<σAu>)2=∑ [𝛷𝛷𝑖𝑖
2𝑣𝑣𝑣𝑣𝑣𝑣(< 𝜎𝜎𝑖𝑖 >)]𝑖𝑖 /(∑ 𝛷𝛷𝑖𝑖𝑖𝑖 )2+2∑ �𝛷𝛷𝑖𝑖𝛷𝛷𝑗𝑗 𝑐𝑐𝑐𝑐𝑐𝑐(< 𝜎𝜎𝑖𝑖 >, < 𝜎𝜎𝑗𝑗 >)�𝑖𝑖>𝑗𝑗 /(∑ 𝛷𝛷𝑖𝑖𝑖𝑖 )2 

                 (63) 

where cov(<σi>,<σj>) and var(<σi>) are the covariance between the ith and the jth group-wise 

cross sections compiled in the IAEA Neutron Cross-Section Standards and its diagonal 

component (i = j ) and Φi = ∫𝜑𝜑𝑜𝑜 (𝐸𝐸)𝑑𝑑𝑑𝑑 is the neutron flux energy spectrum integrated over 

the ith group of the IAEA Neutron Cross-Section Standards. The summations for i and j are 

taken for all energy groups between 0.090 and 0.585 MeV for <En> = 0.40 MeV neutrons, 

between 0.4625 and 0.970 MeV for <En> = 0.70 MeV neutrons, between 0.675 and 1.325 
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MeV for <En> = 0.96 MeV neutrons, between 1.325 and 2.100 MeV for <En> = 1.69 MeV 

neutrons. The spectrum average cross sections are <σAu> = 167.16 ± 1.11 mb, 99.00 ± 0.77 

mb, 82.77 ± 0.86 mb and 64.09 ± 0.92 mb for <En> = 0.40, 0.70, 0.96 and 1.69 MeV 

respectively. The fractional group-wise flux 𝛷𝛷𝑖𝑖/∑𝛷𝛷𝑖𝑖  is obtained using EPEN neutron 

spectra, and we adopted unweighted group-wise cross sections of the IAEA neutron cross-

section standard. The group-wise quantities for all energies are given in Appendix 1 and the 

correlation coefficients obtained from the IAEA Neutron Cross Section Standards (Carlson et 

al., 2009) are given in Appendix 2-7. The covariance in the IAEA Neutron Cross Section 

Standards are then propagated to <σAu> as 

( )cov , co ( , )ik jl k l k li j
i j

w w rσ σ σ σ σ σ= ∆ ∆∑∑
               (64) 

where 

/ik k kw φ= Φ∑ and /jl l lw φ= Φ∑ for fields i and j respectively. Finally, the correlation 

coefficients between the spectrum averaged cross sections are obtained using the equation 

( , ) cov( , ) /( / ).( / )i j i j i i j jcor σ σ σ σ σ σ σ σ< > < > = < > < > ∆ < > < > ∆ < > < >             (65) 

 Table 11 shows the spectrum averaged monitor cross section along with its 

uncertainty and correlation coefficients between them obtained by Eqn.(65). 
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TABLE 11: Spectrum averaged monitor cross section, its uncertainty and correlation 

coefficients. 

En 
(MeV) 

Auσ  
 (mb) 

 
                               Correlation coefficient 

 
0.40 

 
167.16 ± 1.11 

 
1.000 

   

0.70 99.00  ± 0.77 0.472 1.00   

0.96 82.77 ± 0.86 0.341 0.402 1.00  

1.69 64.09 ± 0.92 0.248 0.217 0.222 1.00 

 

4.4.3. Uncertainty in the timing factor, Δfx/fx 

The equation for the timing factor given in Eqn. (55) contains five sources of 

uncertainties viz., t1, t2, t3, λx and λx (x = Zn and m = Au). The gamma-lines of the reaction 

product 71Znm and monitor product 198Au were measured simultaneously. Therefore, it is 

possible to set t2,x = t2,m = t2 and t3,x = t3,m = t3. In the present experimental work, the 

uncertainties in t1, t2 and t3 were considered as negligible as a result of which only the 

uncertainties in λx and λx had to be propagated. Since the decay constant is related with the 

cross section through the exponential function, the uncertainty in the decay constant should 

not be included in the quadrature sum formula. The uncertainties in the timing factors should 

be propagated from the uncertainties in the decay constants. Then, the uncertainties in the 

timing factor should again be propagated to find the uncertainties in measured cross section 

using the quadrature sum formula i.e., (Δσ + σ)2 = …+(Δfx + fx)2 + (Δfm + fm)2 + …. 

For the timing factor in Eqn. (48),  

( ) ( ) ( )1 2, 3, ,1 exp exp 1 expx x x i x i x x i
i i

f t t t fλ λ λ λ = − − − − − =    ∑ ∑
             (66)

 



4 Data Analysis Procedure RebeccaPachuau 

83 
 

The uncertainty in the timing factor is given by, 

( ) ( )( ), , , 1/ 2, 1/ 2,/ / /x i x i x x x i x x x xf f f d dT Tλ λ λ λ∆ = ∂ ∂ ∆ = ∂ ∂ ∆  

   ( )( )1/ 2, , 1/ 2,/ /x x x i x xT f Tλ λ= ∂ ∂ ∆                (67)
 

Assuming that only the uncertainty in the half-life is responsible to the uncertainty in the 

timing factor, the uncertainty in the decay constant Δλ = (ln 2ΔT1/2) = T2
1/2 can be obtained 

from ΔT1/2 in the ENSDF library. The partial derivative , /x i xf λ∂ ∂ can be calculated by 

( ) ( ), , 1, 1 1 , 2,/ exp / 1 expx i x x i i x x x i if f t t t f tλ λ λ∂ ∂ = − − − −    

( ) ( ), 3, 3, 3, ,exp / 1 exp /x i i x i x i x i xf t t t fλ λ λ + − − − −               (68)
 

This equation shows that the sensitivity depends not only on λ but also on t1, t2 and t3, even 

though the uncertainties in the latter three parameters are treated as negligible. Finally, the 

fractional uncertainty in fx is obtained by 

( )
1
22

,/x x x i x
i

f f f f ∆ = ∆  
∑

               (69) 

Taking the first, second, third and fourth parts of the right hand side of Eqn. (48) as Eqn.(i), 

(ii), (iii) and (iv), and the parameters given in Table 12, the timing factors for 71Znm and 

198Au at proton energies of 2.6 MeV and 2.25 MeV are calculated as shown in the Tables 

13(a) & (b) and 14(a) & (b). 
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TABLE 12: Decay data adopted for calculation of timing factor taken from the ENSDF 

library. 

Nuclide T1/2 (sec) ΔT1/2 (sec) λ (1/sec) Δλ (1/sec) 
71Znm 14256 180 4.86214E-05 6.13907E-07 
198Au 232822.08 25.92 2.97715E-06 3.31446E-10 

 

TABLE 13(a): Calculation of timing factor for 71Znm at Ep = 2.6 MeV. 

          Ep = 2.6 MeV         
      

71Znm       
t1 t2i t3i fi Eqn.(i) Eqn.(ii) Eqn.(iii) Eqn.(iv) ∂fi/∂λ Δf Δf/f  
Sec sec sec sec sec2 sec2 sec2 sec2 sec2 sec (%) 
18924 1127 1983.7 1077 13499447 -1213614 21096807 -22147718 11234923 

 
  

18924 3115.7 1804.9 893 11198465 -2783267 17578265 -18372637 7620825 

 
  

18924 6623 1804.4 753 9440243 -4987451 14818560 -15488029 3783322 

 
  

18924 8434.4 1760.6 674 8443398 -5680835 13268114 -13852566 2178111 

 
  

18924 10381 3599.9 1199 15032972 -12448723 22568142 -24663677 488714 

 
  

18924 13987.9 3600 1006 12615152 -14076211 18938361 -20696909 -3219608 14.097918 0.1626515 

18924 17594.9 3600 844 10585881 -14857802 15891939 -17367608 -5747590 

 
  

18924 21201.9 3600 709 8883038 -15023706 13335565 -14573857 -7378960 

 
  

18924 24808.9 3600 595 7454114 -14751776 11190408 -12229509 -8336763 

 
  

18924 28415.9 3600 499 6255047 -14178580 9390321 -10262272 -8795485 

 
  

18924 32022.9 3600 419 5248861 -13408077 7879795 -8611485 -8890905     
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TABLE 13(b): Calculation of timing factor for 198Au at Ep = 2.6 MeV. 

          Ep = 2.6 MeV         
      

198Au       
t1 t2i t3i fi Eqn.(i) Eqn.(ii) Eqn.(iii) Eqn.(iv) ∂fi/∂λ Δf Δf/f  
sec sec sec sec sec2 sec2 sec2 sec2 sec2 sec (%) 
18924 1127 1983.7 107.988 351612269 -1213614.3 360638763 -36170578 349331629 

 
  

18924 3115.7 1804.9 97.7003 291679925 -2783267.2 299247563 -30005300 288091218 

 
  

18924 6623 1804.4 96.6588 245884524 -4987451.5 252264188 -25294298 240218279 

 
  

18924 8434.4 1760.6 93.8113 219920278 -5680835.4 225641004 -22623339 213647050 

 
  

18924 10381 3599.9 190.187 391555083 -12448723 400640603 -40279521 376951746 

 
  

18924 13987.9 3600 188.161 328579549 -14076211 336203754 -33801188 312695209 0.2832743 0.0168057 

18924 17594.9 3600 186.151 275724299 -14857802 282122076 -28363934 259349223 

 
  

18924 21201.9 3600 184.163 231371335 -15023706 236739967 -23801317 215074425 

 
  

18924 24808.9 3600 182.196 194152982 -14751776 198658016 -19972641 178332809 

 
  

18924 28415.9 3600 180.25 162921567 -14178580 166701922 -16759845 147846452 

 
  

18924 32022.9 3600 178.324 136714031 -13408077 139886279 -14063859 122553636     

 

TABLE 14(a): Calculation of timing factor for 71Znm at Ep = 2.25 MeV. 

          Ep = 2.25 MeV         
      

71Znm       
t1 t2i t3i fi Eqn.(i) Eqn.(ii) Eqn.(iii) Eqn.(iv) ∂fi/∂λ Δf Δf/f  
Sec sec sec sec sec2 sec2 sec2 sec2 sec2 sec (%) 
32160 2428 3776.7 2424.11 20644442 -5885750 45419352 -4985691 10321132     

32160 6210.7 7232.1 3564.29 30354462 -2213671 61172045 -7330688 -3917087     

32160 13450.8 7216.7 2502.18 21309230 -3365626 42960597 -5146239 -2084882 28.9162432  0.24404775 

32160 20674.5 7306.3 1779.3 15153061 -3678623 30479045 -3659506 -2774920     

32160 27989.8 7235.1 1236.62 10531371 -3461263 21221781 -2543355 -2829304     

32160 35233.9 2551.8 342.104 2913454.6 -1205366 6608608.4 -7036075 -9567673.     
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TABLE 14(b): Calculation of timing factor for 198Au at Ep = 2.25 MeV. 

          Ep = 2.25 MeV         
      

198Au       
t1 t2i t3i fi Eqn.(i) Eqn.(ii) Eqn.(iii) Eqn.(iv) ∂fi/∂λ Δf Δf/f  
Sec sec sec sec sec2 sec2 sec2 sec2 sec2 sec (%) 
32160 2428 3776.7 340.429 775881075 -5885750 809669913 -81423891 765426326     

32160 6210.7 7232.1 641.298 1.141E+09 -2213671 1.184E+09 -1.20E+09 1.106E+09     

32160 13450.8 7216.7 626.3 800865819 -3365626 831462452 -84045884 758213164 0.55433948  0.01824202 

32160 20674.5 7306.3 620.503 569498205 -3678623 591176428 -59765293 526235465     

32160 27989.8 7235.1 601.282 395801012 -3461263 410911074 -41536853 356730914     

32160 35233.9 2551.8 208.994 109496506 -1205366 114473832 -11490977 97006907     

 

4.4.4. Correlation between measured Cross Sections 

Table 15 summarizes the overall and partial uncertainties in various parameters to 

obtain the 70Zn(n,γ)71Znm cross section at neutron energies, 0.40, 0.70, 0.96 and 1.69 MeV. 

The cross sections at 0.96 and 1.69 MeV are obtained in our previous work (Punte et al., 

2017; Lalremruata et al., 2017). The total uncertainty reported is the quadrature sum of 

partial uncertainties. The fractional variance and covariance and hence the correlation 

coefficients between each set of energy are constructed using the following equations 70 to 

78.  

( ) ( )2var i i
i

x x∆ = ∆∑
                 (70) 

( )cov , ( , )i j i j i j
i j

x x x x cor x x∆ ∆ = ∆ ∆ ∆ ∆∑∑
               (71) 

Correlation = Cov (Δxi,Δxj)/[Var (Δxi). Var (Δxi)]1/2               (72) 
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TABLE 15: Fractional uncertainties (%) in various parameters to obtain the 70Zn(n,γ)71Znm 

cross section. 

En (MeV) AZn AAu aZn nZn nAu IZn IAu fZn fAu η <σAu> Total 

0.40 5.239 1.996 1.381 0.088 0.131 2.298 0.063 0.244 0.018 0.257 0.679 6.262 
0.70 1.410 0.598 1.381 0.088 0.099 2.298 0.063 0.163 0.017 0.257 0.780 3.203 
0.96 7.809 3.247 1.381 0.115 0.099 2.298 0.063 0.177 0.027 0.257 1.030 8.940 
1.69 5.988 2.471 1.381 0.088 0.097 2.298 0.063 0.273 0.015 0.257 1.461 7.167 
Cor(0.40,0.70) 0 0 1 1 0 1 1 1 1 1 0.472 0.373 
Cor(0.40,0.96) 0 0 1 0 0 1 1 1 1 1 0.341 0.135 
Cor(0.40,1.69) 0 0 1 1 0 1 1 1 1 1 0.248 0.169 
Cor(0.70,0.96) 0 0 1 0 0 1 1 1 1 1 0.402 0.262 
Cor(0.70,1.69) 0 0 1 1 0 1 1 1 1 1 0.217 0.316 
Cor(0.96,1.69) 0 0 1 0 0 1 1 1 1 1 0.222 0.119 

4.5. Nuclear Models 

The excitation function of 70Zn(n,γ)71Znm reaction from 0.1 MeV to 2.5 MeV has 

been calculated using the nuclear reaction model code TALYS-1.8 (Koning et al., 2015). The 

nuclear models implemented in this code can generally be categorized into optical, direct, 

pre-equilibrium, compound and fission models, which can be used with various buildup 

parameter options including those compiled in the RIPL-3 Reference Input Parameter Library 

(Capote et al., 2009). They are all driven by a comprehensive database of nuclear structure 

and model parameters.  

The default optical model potentials (OMP) used in TALYS are based on the local 

and global parametrizations by Koning and Delaroche (Koning and Delaroche, 2003). The 

compound nucleus contribution was calculated by the Hauser-Feshbach model (Hauser and 

Feshbach, 1952). 

4.5.1. Level Densities 

Since many years back, nuclear level densities (NLDs) had been a field of research 

with Bethe’s pioneering work (Bethe, 1936). In the evaluation of nuclear data, the knowledge 
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of NLDs plays an important role. In certain nuclear reactions, the number of levels to which 

decay occurs is too large to allow an individual description. In such cases, level densities are 

required for modeling the nuclear reactions. In statistical models for predicting cross sections, 

nuclear level densities are used at excitation energies where discrete level information is not 

available or incomplete. Several models for the level density are used in TALYS, which 

range from phenomenological analytical expressions to tabulated level densities derived from 

microscopic models. 

The following six level density models available in TALYS-1.8 were used: 

(1) Level Density Model 1(LDM-1): The Constant Temperature and Fermi Gas Model  

In this model, the constant temperature model is used in the low excitation region and 

the Fermi-gas model is used in the high excitation energy region. The transition energy is 

around the neutron separation energy. 

Arguably the best known analytical level density expression is that of the Fermi Gas 

model (FGM). It is based on the assumption that the single particle states which construct the 

excited levels of the nucleus are equally spaced, and that collective levels are absent. For a 

two-fermion system, i.e. distinguishing between excited neutrons and protons, the total Fermi 

gas state density reads 

( ) 51
4 4

exp 2

12
tot
F x

aU
w E

a U

π  
 =                  (73) 

with U is the effective excitation energy defined by 

U = Ex – Δ,                  (74) 

where the energy shift Δ is an empirical parameter which is equal to, or for some models 

closely related to, the pairing energy which is included to simulate the known odd-even 
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effects in nuclei. In practice, Δ plays an important role as adjustable parameter to reproduce 

observables, and its definition can be different for different level density models.  

Under the assumption that the projections of the total angular momentum are 

randomly coupled, the Fermi gas level density can be derived (Ericson, 1960) as: 

( )

2

5123 4 4

1
exp 21 2 1 2, , exp

2 2 122 2x

J aUJF E J
a U

πρ
σπσ

  +    +     Π = −
 
 
 

             (75) 

where the first factor 1/2 represents the aforementioned equiparity distribution and σ2 is the 

spin cut-off parameter, which represents the width of the angular momentum distribution 

which depends on excitation energy. 

In the Constant Temperature Model (CTM), as introduced by Gilbert and Cameron 

(Gilbert et al., 1965), the excitation energy range is divided into a low energy part from 0 

MeV up to a matching energy EM, where the so-called constant temperature law applies and a 

high energy part above EM, where the Fermi gas model applies. Hence, for the total level 

density we have  

( ) ( ) ,tot tot
x T xE Eρ ρ= if Ex ≤ EM                                                 (76) 

   ( )tot
F xEρ= ,  if Ex ≥ EM                      (77) 

and similarly for the level density 

 

( ) ( ) ( )1, , ,
2

tot
x F x T xE J R E J Eρ ρΠ = ,   if Ex ≤ EM 

        ( ), ,F xE Jρ= Π ,   if Ex ≥ EM                                                               (78) 
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(2) Level Density Model2(LDM-2): The Back-shifted Fermi gas Model: 

 In the Back-shifted Fermi gas Model (BFM) (Goriely et al., 2011), the pairing energy 

is treated as an adjustable parameter and the Fermi gas expression is used all the way down to 

0 MeV. Hence for the total level density, we have 

                
( ) 1 4 5 4

exp 21
122

tot
F x

aU
E

a U
πρ

πσ

 
 =               (79) 

And for the level density, 

( )

2

2 1 4 5 43

1
exp 21 2 1 2, , exp

2 2 122 2F x

J aUJE J
a U

πρ
σπσ

  +    +     Π = −
 
 
 

             (80) 

(3) Level Density Model 3(LDM-3): The Generalized Superfluid Model: 

The Generalized Superfluid Model (GSM) takes superconductive pairing correlations 

into account according to the Bardeen-Cooper-Schrieffer theory. The phenomenological 

version of the model (Larsen et al., 2010a; Larsen et al., 2010b) is characterized by a phase 

transition from a superfluid behaviour at low energy, where pairing correlations strongly 

influence the level density, to a high energy region which is described by the FGM. The GSM 

thus resembles the CTM to the extent that it distinguishes between a low energy and a high 

energy region, although for the GSM this distinction follows naturally from the theory and 

does not depend on specific discrete levels that determine a matching energy. Instead, the 

model automatically provides a constant temperature-like behavior at low energies. For the 

level density expressions, it is useful to recall the general formula for the total level density, 

( ) 1
2

S
tot

x
eE
D

ρ
πσ

=                 (81) 
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where S is the entropy and D is the determinant related to the saddle-point approximation. For 

the GSM this expression has two forms: one below and one above the so called critical 

energy Uc. 

For energies below Uc, the level density is described in terms of thermodynamical functions 

defined at Uc, which is given by 

𝑈𝑈𝑐𝑐 =  𝑎𝑎𝑐𝑐𝑇𝑇𝑐𝑐2 + 𝐸𝐸𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐 .                 (82) 

Here, the critical temperature Tc is 

Tc = 0.567 Δ0                         (83) 

where the pairing correlation function is given by 

0
12

A
∆ =                   (84) 

(4) Level Density Model 4(LDM-4): The Microscopic Level Densities from Goriely’s table 

(Capote et al., 2009). 

 Besides the phenomenological models that were used in TALYS, there is also an 

option to employ more microscopic approaches. For the RIPL database, S. Goriely has 

calculated level densities from drip line to drip line on the basis of Hartree-Fock calculations 

(Goriely et al., 2001) for excitation energies up to 150 MeV and for spin values up to I = 30. 

In LDM-4, these tables with microscopic level densities can be read. Moreover, new energy-, 

spin- and parity-dependent nuclear level densities based on the microscopic combinatorial 

model have been proposed by Hilaire and Goriely (Goriely et al., 2008). The combinatorial 

model includes a detailed microscopic calculation of the intrinsic state density and collective 

enhancement. The only phenomenological aspect of the model is a simple damping function 
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for the rotational effects. The calculations make coherent use of nuclear structure properties 

determined within the deformed Skyrme-Hartree-Fock-Bogolyubov framework. 

(5) Level Density Model 5(LDM-5): The Microscopic Level Densities from Hilaire’s table 

(R. Capote et al., 2009). 

 Level densities for more than 8500 nuclei are made available in tabular format, for 

excitation energies up to 200 MeV and for spin values up to J = 49. These level densities are 

used with LDM-5. For the ldmodel 5, the new energy-, spin- and parity-dependent nuclear 

level densities based on the microscopic combinatorial model have been proposed by Hilaire 

and Goriely (Goriely et al., 2008). The combinatorial model includes a detailed microscopic 

calculation of the intrinsic state density and collective enhancement. The only 

phenomenological aspect of the model is a simple damping function for the rotational effects. 

The calculations make coherent use of nuclear structure properties determined within the 

deformed Skyrme-Hartree-Fock-Bogolyubov framework. 

 For both microscopic Level Density Models, tables for level densities on top of the 

fission barriers are automatically invoked for LDM-4 or LDM-5, when available in the 

structure database. For nuclides outside the tabulated microscopic database, the default Fermi 

gas model is used. 

(6) Level Density Model 6(LDM-6): The microscopic level densities (temperature dependent 

Hartree-Fock-Bolyubov, Gogny force) from Hilaire’s combinatorial tables (Hilaire et al., 

2012) 

 The most recent option, invoked with LDM-6, is based on temperature-dependent 

Hartree-Fock-Bogolyubov calculations using the Gogny force (Hilaire et al., 2012). Since 

these microscopical level densities, called ρHFM, have not been adjusted to experimental 

data, an adjustment flexibility was added through a scaling function, i.e. 
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( ) ( ) ( ), , exp , ,x x HFM xE J c E E Jρ π δ ρ δ π= − −                                      (85) 

 where by default c = 0 and δ = 0 (i.e. unaltered values from the tables). The “pairing 

shift” δ simply implies obtaining the level density from the table at a different energy. The 

constant c plays a role similar to that of the level density parameter a of phenomenological 

models. Adjusting c and δ together gives adjustment flexibility at both low and higher 

energies. 

For both microscopic Level Density Models, tables for level densities on top of the 

fission barriers are automatically invoked for LDM-4, LDM-5 or LDM-6, when available in 

the structure database. For nuclides outside the tabulated microscopic database, the default 

Fermi gas model is used. 

4.5.2. Gamma-ray Transmission Coefficients 

Gamma-ray transmission coefficients are important for the description of the gamma 

emission channel in nuclear reactions. This is an almost universal channel since gamma rays, 

in general, may accompany emission of any other emitted particle. Like the particle 

transmission coefficients that emerge from the optical model, gamma-ray transmission 

coefficients enter the Hauser-Feshbach model for the calculation of the competition of 

photons with other particles. 

There are eight different options for the γ-ray strength function in TALYS-1.8 and 

their sensitivity has been studied. In general, most of these options are based on the work of 

Kopecky and Uhl (Kopecky and Uhl, 1990), or Brink (Brink, 1957) and Axel (Axel, 1962). 

The eight different Photon Strength Functions are listed below: 

(1) Photon Strength Function 1(PSF-1): Kopecky-Uhl generalized Lorentzian (Kopecky and 

Uhl, 1990). 
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(2) Photon Strength Function 2(PSF-2): Brink (Brink, 1957) and Axel Lorentzian (Axel, 

1962). 

(3) Photon Strength Function 3(PSF-3): Hartree-Fock BCS tables (Capote et al., 2009). 

(4) Photon Strength Function 4(PSF-4): Hartree-Fock-Bogolyubov tables (Capote et al., 

2009). 

(5) Photon Strength Function 5(PSF-5): Goriely’s hybrid model (Goriely, 1998). 

(6) Photon Strength Function 6(PSF-6): Goriely temperature-dependent Hartree-Fock-

Bogolyubov. 

(7)  Photon Strength Function 7(PSF-7): Temperature-dependent relativistic mean field. 

(8) Photon Strength Function 8(PSF-8): Gogny D1M Hartree-Fock-Bogolyubov+QRPA.
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RESULTS AND DISCUSSIONS 

The 70Zn(n,γ)71Znm reaction cross sections newly determined in the present work at 

neutron energies 0.40 MeV and 0.70 MeV including our earlier measured cross-sections at 

0.96 MeV and 1.69 MeV are given in Table 16. 

TABLE 16: The 70Zn(n,γ)71Znm cross sections measured in the present experiment with their 

total uncertainties and their correlation coefficients. 

   En 
(MeV) exp

m
Znσ (mb) 

 
Correlation coefficients 
 

0.40 1.82 ± 0.11 1.00    
0.70 1.99 ± 0.06 0.38 1.00 

  0.96 1.83 ± 0.16 0.13 0.27 1.00 
 1.69 1.33 ± 0.10 0.17 0.33 0.12 1.00 

 

The comparison between the measured spectrum averaged 70Zn(n,γ)71Znm reaction 

cross sections and the cross sections for monoenergetic neutrons calculated by nuclear 

reaction model code TALYS-1.8 at various Level Density Models and Photon Strength 

Functions are shown in Figure 27(a-f). This figure shows that the TALYS-1.8 results for all 

level density models (LDM-1 to LDM-6) with two Photon Strength Functions (PSF-3 and 

PSF-4) are close to all the experimental cross sections.TALYS-1.8 with the generalized 

superfluid level model (LDM-3) in Figure26(c) best matches the measured cross sections at 

0.40, 0.70 and 0.96 MeV. However, the cross section at neutron energy 1.69 MeV is slightly 

underestimated by these theoretical values calculated by TALYS-1.8 with Level Density 

Model 3 (LDM-3), Photon Strength Functions (PSF-3 and PSF-4). Figure 26 shows that the 

prediction of TALYS-1.8 is very sensitive to the choice of the Level Density Models and the 

Photon Strength Functions. 
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(f) 

Figure 26: Excitation functions of the 70Zn(n,γ)71Znm cross sections measured in this paper, 

evaluated in TENDL-2015 (solid line) as well as calculated by TALYS-1.8 with eight 

different Photon Strength Functions (PSF-1 to PSF-8) with the Level Density Models: (a) 

LDM-1 (b) LDM-2, (c) LDM-3, (d) LDM-4, (e) LDM-5 and (f) LDM-6. The experimental 

cross sections are (p,n0) neutron flux energy spectrum averaged, whereas the evaluated and 

calculated cross sections are for monoenergetic neutrons.  
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The predictions of 70Zn(n,γ)71Znm reaction cross sections at the four neutron energies 

by TALYS-1.8 are also compared with the predictions of TALYS-1.6. The same Level 

Density Model (LDM-3) and Photon Strength Functions (PSF-3 and PSF-4) used in TALYS-

1.8 are also used in TALYS-1.6. Figure 27 shows that the theoretical predictions by TALYS-

1.6 are much lower compared to theoretical predictions by TALYS-1.8 even though the same 

set of input parameters and nuclear models are used. Our previous work demonstrates that 

LDM-3 and LDM-1 (Kopecky-Uhl) are the best combination to reproduce our cross sections 

at 0.96 and 1.69 MeV by TALYS-1.6. 

Interpreting data and understanding the accompanying theoretical models often 

requires a statistical analysis. Very often, this analysis takes the form of a minimization of a 

function, χ2. As the measured cross sections have been determined with their covariances, it 

is possible to quantify the model prediction capability by estimating 

( ) ( )2 1
exp mod exp mod

t
Vχ σ σ σ σ−= − −  

Where σexp and σmod are 1x4 column vectors which consist of the cross sections at four 

energies from the experiment and model respectively, and V is the 4×4 covariance matrix of 

the measured cross sections. TALYS-1.6 (LDM-3+PSF-1) and TALYS-1.8 (LDM-3+PSF-3) 

give√(χ2 /4) =6.3 and 3.4 respectively. 
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Figure 27: Comparison between predictions of 70Zn(n,γ)71Znm reaction cross sections at 

neutron energies 0.40, 0.70, 0.96 and 1.69 MeV by TALYS-1.6 and TALYS-1.8 with two 

different Photon Strength Functions (PSF-3 and PSF-4) and the Level Density Model 3 

(LDM-3) respectively. 
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SUMMARY AND CONCLUSIONS 

The 7Li(p,n)7Be reaction is widely used as quasi-monoenergetic neutron source 

because it produces large amount of relatively low energy neutrons. This neutron source 

reaction has been utilized for experimental studies of several neutron-induced reactions. It is 

also a strong candidate as small accelerator-based neutron sources for Boron Neutron Capture 

Therapy (BNCT) which is a cancer treatment modality.  

In India, the 14 UD Pelletron Accelerator at the Tata Institute of Fundamental 

Research, Mumbai (BARC-TIFR Pelletron) and Folded Tandem Ion Accelerator at the 

Bhabha Atomic Research Centre (BARC-FOTIA) are currently the main accelerators serving 

as 7Li(p,n)7Be neutron sources for neutron induced reaction cross-section measurements. But 

the time-of-flight and multiple foil activation techniques cannot be applied at these 

accelerators due to the continuous beam structure and weak neutron flux. As a result, 

experimentalists using these accelerators have to rely on calculated neutron energy spectra for 

subtraction of the 7Li(p,n1)7Be contribution whose cross sections can be very pronounced as 

they have lower neutron energies. Therefore, the 7Li(p,n)7Be neutron spectra below the three-

body break up reaction threshold was studied by developing a new deterministic neutron 

energy spectrum code Energy of Proton Energy of Neutron-EPEN. 

To examine the approach near the threshold region, thick target 7Li(p,n0)7Be neutron 

spectrum at Ep= 1912keVwas compared with those measured by Lederer et al., Ratynski et 

al. and Feinberg et al. The neutron spectrum produced by EPEN agrees well with the 

measured spectra except for broader low- and high- energy tail observed by Feinberg et al. 

which is due to the relatively thick 6Li-glass detector and its effects on the time-of-flight 

resolution. 
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EPEN result was also compared with Kononov et al.’s experimental result of zero 

degree neutron yield for 7Li(p,n)7Be reaction near threshold, for a thick lithium target. But 

there is a mismatch of the peak position by 5 keV between EPEN and Kononov et al. 

experimental zero degree neutron yield and also, EPEN underestimates the experimental 

result throughout the whole energy range as long as the finite detector solid angle was not 

considered. The cause of this disagreement was studied by calculating the neutron energy 

spectra with various angular range covered by the detector and the best agreement with 

experimental spectrum was observed when ± 50 was chosen.  To further confirm this, the 

calculated spectrum was also compared with Feinberg et al. experimental spectrum at 

Ep=1912±1.5 keV and the peak position of EPEN result and experimental spectra exactly 

match. The overestimation by EPEN around 100 keV was also reported by Herrera et al. 

EPEN result was also compared with the ones reported by Lefevre and Din for Ep = 

3450 keV and Ep = 2520 keV, respectively, for a thick LiF target. Lefevre and Din did not 

specify the incident proton beam energy spread. EPEN calculation at 3450 keV with zero 

beam spread did not match the experimental higher neutron energy tail as well as the first 

excited state edge but the recalculation with 30-keV beam energy spread well reproduces the 

first excited state edge as well as the higher-energy tail of the experimental result in the case 

of Ep = 3450 keV. Similarly, at Ep = 2520 keV, EPEN neutron spectrum did not match the 

experimental result but the two results matches very well when one uses a proton beam 

spread of ± 10 keV. 

Besides validating EPEN results with the available experimental results, the neutron 

spectra were compared with the theoretical neutron spectra reported by Ritchie at Ep = 2400 

and 2800 keV for a thick natural lithium target where the protons slowed down below the 

(p,n0) reaction threshold inside the lithium target. The comparison in absolute units matches 
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very well at both these energies for ground state as well as first excited state neutron spectra 

although certain discrepancies are found around 100 keV. 

There are some Monte Carlo codes such as PINO and SimLiT for the calculation of 

neutron energy spectrum using 7Li(p,n)7Be reaction as neutron source. The neutron energy 

spectra produced by EPEN was compared with the results produced by PINO and SimLiT at 

proton energies 2800 and 3500 keV with proton beam spread of 20 keV. The configurations 

used in the three codes are similar and the thickness of the natural lithium target is 38 μm. 

The comparison result shows that there is a perfect match between EPEN and SimLiT 

neutron energy spectra for both the ground state and first excited state contributions. 

However, the result produced by PINO shows large discrepancy from the other two codes for 

both ground state and first excited state contributions. For the ground state neutron spectra, 

EPEN reproduces the same result as that of PINO if the necessary weighting function for the 

proton beam spread is ignored. Similarly, for the first excited state contribution, a much 

sharper spectrum is produced by PINO as if the thickness of the lithium target is thinner than 

the given one. 

The disagreement shown by PINO is further studied by comparing the three codes 

again at proton energies 2800 and 3500 keV with a beam spread of 20 keV. The 

configurations used are similar as the previous case except for the lithium thickness which 

had been increased from 38 μm to 60 μm. Similar to the previous case, EPEN and SimLiT 

shows a perfect match whereas PINO shows certain discrepancy for both the ground state and 

first excited state neutrons. While the increase in the thickness of the lithium target was 

expected to increase the neutron energy range, the energy range covered by the first excited 

state neutrons in case of PINO remains the same. This means that PINO has a problem in the 

treatment of not only the ground state neutrons but also with the first excited state neutrons. 

The problem detected in the treatment of ground state neutrons by PINO are confirmed by 
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further comparing the results produced by the three codes at the same neutron energies i.e. 

2800 and 3500 keV. In the present case, the proton beam spread is treated negligible. The 

three codes produce the same result which clearly shows that there is a serious problem with 

PINO simulation when it considers finite beam energy spread. 

The present work reveals that the deterministic approach works well for description 

“ideal” 7Li(p,n0)7Be neutron source systems (e.g., pencil proton beam, no surrounding 

material) and usable to study physics of the neutron source system (e.g., validation of 

7Li(p,n0)7Be microscopic nuclear data by thick target neutron spectra). Its output can be used 

as an input to the Monte Carlo particle transport codes to describe more complicated neutron 

source systems. 

For all users around the globe, EPEN is now freely available at Mizoram University 

website (http://www.epen.nhergmzu.com/epen/). 

The 70Zn(n,γ)71Zn reaction cross sections have been measured for the first time in the 

just below and above the inelastic scattering threshold energy. The standard activation 

technique was used and the 7Li(p,n)7Be reaction was used as the neutron source. The 

experiment was carried out at the Folded Tandem Ion Accelerator (FOTIA) Facility, Nuclear 

Physics Division, Bhabha Atomic Research Centre (BARC), Mumbai and the proton energies 

bombarding the lithium targets were 2.25 MeV and 2.6 MeV. The mean energies of the (p,n0) 

neutron groups were obtained from the neutron energy spectrum code Energy of Proton 

Energy of Neutron (EPEN) and the mean  neutron energies obtained were 0.40 MeV and 0.70 

MeV at proton energies 2.25 and 2.6 MeV respectively. Subtractions of the first excited state 

and breakup neutron contributions are an essential part in experimental determination of 

neutron-induced reaction cross section and therefore, subtraction of these contributions are 

carried out using the code EPEN. The data analysis was carried out using the latest decay 

http://www.epen.nhergmzu.com/epen/
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data in the ENSDF library and 197Au(n,γ)198Au cross sections in the IAEA Neutron Cross 

Section Standards. 

During the whole irradiation period, the neutron flux was recorded and saved after 

every 30 minutes to get the neutron flux fluctuation. The gamma-ray activity was measured 

using a pre-calibrated lead shielded 185 cc high purity germanium (HPGe) detector having 

30% relative efficiency, and 1.8 keV energy resolutions at 1.33 MeV gamma-energy. The 

data acquisition was carried out using CAMAC based LAMPS (Linux Advanced Multi 

Parameter System) software (TCAMCON-95/CC 2000 crates controller and CM-48 ADCs). 

Due to low count rate of 71Znm, the foil stack was placed very close to the detector to obtain 

high count rate. However, it introduces the coincidence-summing effect. In order to correct 

the measured efficiency for the coincidence summing effect, the correction factor Kc was 

calculated using the Monte Carlo simulation code EFFTRAN. The data analysis was carried 

out using the latest decay data, and by taking into account the neutron flux fluctuation due to 

proton current fluctuation during irradiation, low energy (p,n1) neutron backgrounds coming 

from the neutron population of the first excites state of 7Be, scattered neutron background 

originating from elastic, inelastic and multiple scattering in the foil stack and surrounding 

materials, and gamma self-attenuation due to a gamma photon during its passes through any 

material, including the sample in which it was generated, underwent specific interactions 

which attenuated the photon either by absorption or scattering with losing energy partially or 

totally. The uncertainty propagation from various sources of the uncertainty and correlation 

for the present work at 0.40 MeV and 0.70 MeV neutron energies along with our earlier 

reported work at 0.96 MeV and 1.69 MeV was also performed, and the total and partial 

uncertainties of the measured cross sections at the four neutron energies were reported with 

their correlations. 
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The 70Zn(n,γ)71Znm reaction cross section was calculated theoretically using the 

computer code TALYS-1.8 from 0.1 MeV to 2.5 MeV neutron energies. Various Level 

Density Models and Photon Strength Functions available in TALYS-1.8 were used. The 

result of the theoretical calculation was compared with the cross sections determined at our 

present work at neutron energies 0.40 MeV and 0.70 MeV and our earlier reported cross 

sections at 0.96 MeV and 1.69 MeV. The comparison result shows that TALYS-1.8 with the 

generalized superfluid level model (LDM-3) with Photon Strength Functions 3 and 4 as 

shown in Figure 27(c) best matches the measured cross sections at neutron energies 0.40, 

0.70 and 0.96 MeV. The cross section at neutron energy 1.69 MeV is slightly underestimated 

by the theoretical calculation by TALYS-1.8. The predictions of 70Zn(n,γ)71Znm reaction 

cross sections at the four neutron energies by TALYS-1.8 are also compared with the 

predictions of TALYS-1.6. The same Level Density Model (LDM-3) and Photon Strength 

Functions (PSF-3 and PSF-4) used in TALYS-1.8 are also used in TALYS-1.6. Figure 28 

shows that the theoretical predictions by TALYS-1.6 are much lower compared to theoretical 

predictions by TALYS-1.8 even though the same set of input parameters and nuclear models 

are used.   
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Appendix 

APPENDIX 1: Group-wise fractional neutron fluxes, monitor cross sections and their 

corresponding uncertainties for <En> = 0.40, 0.70, 0.96 and 1.69 MeV adopted in the 

present work. 

Group 
k 

Emin 
(MeV) 

Emax 
(MeV) 

σk 
(mb) 

Δσk 
(%) 

Φ𝑖𝑖 ,𝑘𝑘 �Φ𝑖𝑖 ,𝑘𝑘�  
0.40 MeV 

(i=1) 
0.70 MeV 

(i=2) 
0.96 MeV 

(i=3) 
1.69 MeV 

(i=4) 
18 0.0900  0.0975  324.56 0.98   7.139x10-08    
19 0.0975  0.1100  314.64 1.02 6.948x10-06    
20 0.1100  0.1350  293.85 0.96 2.300x10-04    
21 0.1350  0.1600  277.02 0.99 1.913x10-03    
22 0.1600  0.1750  266.89 1.14 4.067x10-03    
23 0.1750  0.1850  262.62 2.30 5.133x10-03    
24 0.1850  0.1950  256.99 1.35 7.717x10-03    
25 0.1950  0.2050  252.97 1.40 1.053x10-02    
26 0.2050  0.2150  249.01 1.29 1.313x10-02    
27 0.2150  0.2250  246.78 1.31 1.515x10-02    
28 0.2250  0.2325  243.96 1.58 1.308x10-02    
29 0.2325  0.2375  239.11 1.29 8.423x10-03    
30 0.2375  0.2425  236.41 1.83 8.509x10-03    
31 0.2425  0.2475  236.86 1.27 8.523x10-03    
32 0.2475  0.2550  236.70 1.38 1.185x10-02    
33 0.2550  0.2650  235.67 1.31 1.658x10-02    
34 0.2650  0.2750  230.12 1.63 1.604x10-02    
35 0.2750  0.2900  215.25 1.29 2.334x10-02    
36 0.2900  0.3125  198.89 1.17 3.603x10-02    
37 0.3125  0.3375  188.45 1.15 4.033x10-02    
38 0.3375  0.3625  178.70 1.07 4.684x10-02    
39 0.3625  0.3875  169.55 1.05 5.890x10-02    
40 0.3875  0.4125  162.43 1.03 7.684x10-02    
41 0.4125  0.4375  154.97 1.18 1.066x10-01    
42 0.4375  0.4625  146.65 1.00 1.376x10-01    
43 0.4625  0.4875  141.56 1.06 1.579x10-01 1.037x10-05   
44 0.4875  0.5100  136.90 1.05 1.115x10-01 3.881x10-04   
45 0.5100  0.5300  130.30 1.10 4.825x10-02 3.383x10-03   
46 0.5300  0.5550  124.49 1.18 1.393x10-02 2.350x10-02   
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47 0.5550  0.5850  119.09 1.51 1.037x10-03 8.302x10-02   
48 0.5850  0.6250  108.87 1.08  1.563x10-01   
49 0.6250  0.6750  100.47 1.26  1.816x10-01   
50 0.6750  0.7250  96.23 1.13  1.590x10-01 5.730x10-10  
51 0.7250  0.7750  93.81 1.30  1.424x10-01 2.746x10-05  
52 0.7750  0.8250  88.93 1.05  1.311x10-01 9.641x10-03  
53 0.8250  0.8750  85.57 1.63  9.894x10-02 1.231x10-01  
54 0.8750  0.9200  84.70 2.18  1.992x10-02 1.975x10-01  
55 0.9200  0.9500  85.22 1.93  4.215x10-04 1.314x10-01  
56 0.9500  0.9700  85.23 4.24  8.025x10-07 8.559x10-02  
57 0.9700  0.9900  84.97 3.18   8.430x10-02  
58 0.9900  1.0500  79.71 1.04   2.438x10-01  
59 1.0500  1.1750  77.63 1.39   1.247x10-01  

60 1.1750  1.3250  73.84 1.26   
2.884x10-07 

 

61 1.3250  1.5000  70.88 1.72    1.018x10-06 

62 1.5000  1.7000  67.41 1.51    5.295x10-01 

63 1.7000  1.9000  60.17 2.04    4.705x10-01 

64 1.9000  2.1000  52.62 1.63    3.030x10-08 
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APPENDIX 2: The 44x39covariance matrix obtained from IAEA Neutron Cross-Section 
Standards for the neutron energies 0.40 MeV and 0.70 MeV. Only the lower part of the 
triangular matrix is presented. Ci,j represents the matrix element. 

C0,j where 0≤j<1: 
100             
C1,j where 0≤j<2: 
71.01 100            
C2,j where 0≤j<3: 
39.5 47.36 100           
C3,j where 0≤j<4: 
30.79 30.44 40.4 100          
C4,j where 0≤j<5: 
24.08 24.04 25.94 46.32 100         
C5,j where 0≤j<6: 
13.03 12.95 13.81 18.01 24.86 100        
C6,j where 0≤j<7: 
20.49 20.47 22.65 24.72 48.3 22.24 100       
C7,j where 0≤j<8: 
19.15 18.85 20.84 19.54 32.38 18.71 43.75 100      
C8,j where 0≤j<9: 
21.68 21.39 23.48 22.32 26.42 15.22 43.13 40.81 100     
C9,j where 0≤j<10: 
20.8 20.56 22.68 22.71 21.76 15.17 39.45 41.62 55.18 100    
C10,j where 0≤j<11: 
17.35 17.19 19.08 18.9 15.13 11.39 23.45 25.65 35.37 45.17 100   
C11,j where 0≤j<12: 
21.55 21.16 23.29 22.83 17.85 11.57 23.3 28.33 42.56 49.08 46.97 100  
C12,j where 0≤j<13: 
14.62 14.38 16.31 16 13.29 7.884 14.96 18.86 26.66 34.28 36.06 44.66 100 
C13,j where 0≤j<14: 
22.08 21.74 23.85 22.67 18.77 10.48 19.34 23.48 34.02 38.86 33.49 55.13 35.55
 100          
C14,j where 0≤j<15: 
19.4 19.24 22.27 20.91 17.68 9.037 13.58 16.27 25.15 30.58 30.66 40.9 33.71
 50.46 100         
C15,j where 0≤j<16: 
20.45 20.21 22.69 22.26 20.17 10.27 15.63 17.02 24.23 34.26 30.69 40.31 34.16
 43.11 44.55 100        
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C16,j where 0≤j<17: 
16.01 16 18.56 17.33 16.26 8.196 14.49 10.42 15.69 19.87 21.11 27.13 24.32
 28 33.08 46.91 100       
C17,j where 0≤j<18: 
20.96 20.78 23.2 22.58 21.25 11.39 19.66 16.62 16.24 21.88 24.36 29.24 25.56
 33.29 33.38 52.58 49 100      
C18,j where 0≤j<19: 
21.68 21.46 24.03 23.12 20.34 10.65 18.63 18.14 19.61 18.19 15.94 23.21 18.06
 29.42 26.48 36.82 32.15 47.6 100     
C19,j where 0≤j<20: 
21.13 20.9 23.36 22.9 20.75 10.9 18.18 18.08 19.44 19.23 15.46 17.73 11.63
 18 17.89 26.49 24.6 38.52 56.18 100    
C20,j where 0≤j<21: 
21.55 21.41 23.83 23.43 22.24 11.54 18.9 18.05 19.28 19.35 16.05 19.02 12.9
 19.49 17.03 18.5 17.54 28.73 39.32 57.05 100   
C21,j where 0≤j<22: 
19.89 19.71 22.46 22.02 20.33 10.19 17.59 17.01 18.05 18.02 15.08 18.31 12.75
 18.93 16.96 19.13 14.82 17.67 27.16 41.15 56.54 100  
C22,j where 0≤j<23: 
20.85 20.66 24.46 23.76 21.45 10.73 18.77 18.65 19.16 19.19 16.09 19.39 14.12
 19.94 19.41 20.7 17.6 21.31 20.27 28.66 40.29 56.26 100 
C23,j where 0≤j<24: 
18.09 17.9 20.77 20.26 18.42 9.489 16.21 15.88 16.77 16.69 13.87 16.77 11.88
 17.27 16.02 17.31 14.35 17.9 18.41 17.2 30.49 41.79 54.54 100   
C24,j where 0≤j<25: 
20.1 19.95 23.39 22.7 20.63 10.42 18.35 17.78 19.02 18.88 15.81 18.88 13.45
 19.08 18.12 19.43 16.4 20.24 21.57 20.3 24.72 35.53 48.64 55.97 100  
C25,j where 0≤j<26: 
19.18 19.12 21.97 21.84 20.6 10.49 17.68 17.05 18.01 17.78 15.04 17.86 12.36
 18.47 17 18.09 15.02 19.65 21.59 22 21.57 27.53 36.35 41.88 55.72
 100 
C26,j where 0≤j<27: 
20.23 20.11 23.17 22.92 20.75 10.57 17.86 17.98 18.77 18.57 15.66 18.87 13.13
 19.48 18.35 18.87 15.28 19.71 22.32 23.34 25.32 21.41 31.28 34.91 46.65
 60.33 100        
C27,j where 0≤j<28: 
18.62 18.46 21.04 21.26 19.14 9.611 16.49 16.48 17.49 17.26 14.62 17.71 12.43
 17.8 16.08 17.66 14.08 18.24 20.57 21.92 23.93 22.14 23.77 27.08 38.85
 49.15 61.98 100       
C28,j where 0≤j<29: 
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17.28 17.19 19.61 20.36 20.25 9.428 17 15.95 15.86 17.11 13.54 15.64 11.21
 16.31 15.18 17.02 13.37 18.13 18.42 19.52 22.19 22 20.93 21.85 31.88
 44.26 49.84 56.75 100      
C29,j where 0≤j<30: 
12.17 12.12 13.83 14.83 13.44 6.607 11.62 11.56 11.84 12.15 10.22 11.87 8.863
 11.45 10.46 12.46 10.04 12.69 13.76 14.41 15.51 15.73 15.6 15.4 19.23
 22.31 27.86 38.11 29.73 100     
C30,j where 0≤j<26: 
19.18 19.12 21.97 21.84 20.6 10.49 17.68 17.05 18.01 17.78 15.04 17.86 12.36
 18.47 17 18.09 15.02 19.65 21.59 22 21.57 27.53 36.35 41.88 55.72
 100         
C31,j where 0≤j<27: 
20.23 20.11 23.17 22.92 20.75 10.57 17.86 17.98 18.77 18.57 15.66 18.87 13.13
 19.48 18.35 18.87 15.28 19.71 22.32 23.34 25.32 21.41 31.28 34.91 46.65
 60.33 100        
C32,j where 0≤j<28: 
18.62 18.46 21.04 21.26 19.14 9.611 16.49 16.48 17.49 17.26 14.62 17.71 12.43
 17.8 16.08 17.66 14.08 18.24 20.57 21.92 23.93 22.14 23.77 27.08 38.85
 49.15 61.98 100       
C33,j where 0≤j<29: 
17.28 17.19 19.61 20.36 20.25 9.428 17 15.95 15.86 17.11 13.54 15.64 11.21
 16.31 15.18 17.02 13.37 18.13 18.42 19.52 22.19 22 20.93 21.85 31.88
 44.26 49.84 56.75 100      
C34,j where 0≤j<30: 
12.17 12.12 13.83 14.83 13.44 6.607 11.62 11.56 11.84 12.15 10.22 11.87 8.863
 11.45 10.46 12.46 10.04 12.69 13.76 14.41 15.51 15.73 15.6 15.4 19.23
 22.31 27.86 38.11 29.73 100     
C35,j where 0≤j<31: 
15.41 15.4 17.72 18.13 17.27 8.505 14.81 14.6 14.63 15.18 12.75 14.62 10.77
 14.65 13.26 15.49 12.67 16.31 17.74 18.78 20.98 21.36 21.72 19.44 22.7
 22.51 27.86 33.66 31.91 44.68 100    
C36,j where 0≤j<32: 
13.13 13.2 15.19 15.36 14.83 7.175 12.67 12.37 12.41 12.84 10.78 12.42 9.201
 12.46 11.36 13.29 11.21 14 15.11 15.94 17.7 17.85 18.71 16.48 19.18
 18.78 18.79 20.29 19.07 28.61 52.87 100   
C37,j where 0≤j<33: 
14.71 14.84 17.49 17.23 17.41 8.298 14.45 13.86 13.79 14.32 12.05 13.82 10.28
 13.96 12.87 15.14 13.67 16.05 16.79 17.46 19.53 19.28 20.55 17.41 20.48
 19.87 19.66 17.6 19.63 21.82 36.36 46 100  
C38,j where 0≤j<34: 
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12.05 12.16 14.08 14.19 13.65 6.638 11.74 11.5 11.54 11.89 9.963 11.56 8.572
 11.6 10.66 12.59 10.7 13.06 14.08 14.65 16.2 16.33 17.17 14.57 16.85
 15.93 15.9 15.39 13.09 11.54 24.99 41.87 43.9 100 
C39,j where 0≤j<35: 
12.83 12.9 14.96 15.29 14.76 7.094 12.67 12.4 12.41 12.72 10.62 12.43 9.073
 12.65 11.41 13.39 11.2 13.88 15.36 16.11 18.32 19.05 19.36 16.53 19.44
 17.86 18.23 18.51 16.48 13.55 20.04 28.87 34.12 51.77 100   
C40,j where 0≤j<36: 
11.21 11.22 12.63 12.88 12.2 6.351 10.67 10.58 10.55 11.04 9.111 10.59 7.937
 10.48 9.482 11.31 9.37 11.8 12.42 12.88 13.6 13.7 14.68 12.55 14.32
 13.14 13.78 13.51 12.18 11.47 13.99 11.84 20.01 28.92 33.31 100  
C41,j where 0≤j<37: 
8.759 8.976 11.58 10.15 10.21 4.845 8.848 9.919 8.609 8.786 7.308 8.767 6.573
 8.953 8.513 10.11 11.19 10.61 11.54 10.47 10.56 11.35 14.4 11 12.62
 10.89 11.91 10.16 8.937 7.224 10.52 9.434 13.07 11.73 12.76 10.72 100 
C42,j where 0≤j<38: 
7.62 7.668 8.943 9.376 8.687 4.25 7.585 7.815 7.607 7.831 6.324 7.508 5.436
 7.617 6.866 8.173 6.526 8.246 9.356 9.47 10.36 11.02 11.61 9.957 11.42
 10.44 11 11.06 9.813 8.828 13.03 10.65 6.647 12.92 24.51 15.21 8.827
 100  
C43,j where 0≤j<39: 
5.08 5.538 5.437 4.343 3.86 1.979 3.333 2.989 3.24 2.714 1.62 2.743 0.2707
 5.488 4.493 2.332 2.113 3.05 3.564 3.271 5.845 4.89 3.987 3.995 4.014
 5.236 5.009 3.438 5.14 1.527 3.401 3.229 2.581 4.046 5.59 9.52 3.219
 6.007 100 
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APPENDIX 3: The 41x43covariance matrix obtained from IAEA Neutron Cross-Section 
Standards for the neutron energies 0.40 MeV and 0.96 MeV. Only the lower part of the 
triangular matrix is presented. Ci,j represents the matrix element. 

C0,j where 0≤j<1: 
100             
C1,j where 0≤j<2: 
71.01 100            
C2,j where 0≤j<3: 
39.5 47.36 100           
C3,j where 0≤j<4: 
30.79 30.44 40.4 100          
C4,j where 0≤j<5: 
24.08 24.04 25.94 46.32 100         
C5,j where 0≤j<6: 
13.03 12.95 13.81 18.01 24.86 100        
C6,j where 0≤j<7: 
20.49 20.47 22.65 24.72 48.3 22.24 100       
C7,j where 0≤j<8: 
19.15 18.85 20.84 19.54 32.38 18.71 43.75 100      
C8,j where 0≤j<9: 
21.68 21.39 23.48 22.32 26.42 15.22 43.13 40.81 100     
C9,j where 0≤j<10: 
20.8 20.56 22.68 22.71 21.76 15.17 39.45 41.62 55.18 100    
C10,j where 0≤j<11: 
17.35 17.19 19.08 18.9 15.13 11.39 23.45 25.65 35.37 45.17 100   
C11,j where 0≤j<12: 
21.55 21.16 23.29 22.83 17.85 11.57 23.3 28.33 42.56 49.08 46.97 100  
C12,j where 0≤j<13: 
14.62 14.38 16.31 16 13.29 7.884 14.96 18.86 26.66 34.28 36.06 44.66 100 
C13,j where 0≤j<14: 
22.08 21.74 23.85 22.67 18.77 10.48 19.34 23.48 34.02 38.86 33.49 55.13 35.55
 100          
C14,j where 0≤j<15: 
19.4 19.24 22.27 20.91 17.68 9.037 13.58 16.27 25.15 30.58 30.66 40.9 33.71
 50.46 100         
C15,j where 0≤j<16: 
20.45 20.21 22.69 22.26 20.17 10.27 15.63 17.02 24.23 34.26 30.69 40.31 34.16
 43.11 44.55 100        
C16,j where 0≤j<17: 
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16.01 16 18.56 17.33 16.26 8.196 14.49 10.42 15.69 19.87 21.11 27.13 24.32
 28 33.08 46.91 100       
C17,j where 0≤j<18: 
20.96 20.78 23.2 22.58 21.25 11.39 19.66 16.62 16.24 21.88 24.36 29.24 25.56
 33.29 33.38 52.58 49 100      
C18,j where 0≤j<19: 
21.68 21.46 24.03 23.12 20.34 10.65 18.63 18.14 19.61 18.19 15.94 23.21 18.06
 29.42 26.48 36.82 32.15 47.6 100     
C19,j where 0≤j<20: 
21.13 20.9 23.36 22.9 20.75 10.9 18.18 18.08 19.44 19.23 15.46 17.73 11.63
 18 17.89 26.49 24.6 38.52 56.18 100    
C20,j where 0≤j<21: 
21.55 21.41 23.83 23.43 22.24 11.54 18.9 18.05 19.28 19.35 16.05 19.02 12.9
 19.49 17.03 18.5 17.54 28.73 39.32 57.05 100   
C21,j where 0≤j<22: 
19.89 19.71 22.46 22.02 20.33 10.19 17.59 17.01 18.05 18.02 15.08 18.31 12.75
 18.93 16.96 19.13 14.82 17.67 27.16 41.15 56.54 100  
C22,j where 0≤j<23: 
20.85 20.66 24.46 23.76 21.45 10.73 18.77 18.65 19.16 19.19 16.09 19.39 14.12
 19.94 19.41 20.7 17.6 21.31 20.27 28.66 40.29 56.26 100 
C23,j where 0≤j<24: 
18.09 17.9 20.77 20.26 18.42 9.489 16.21 15.88 16.77 16.69 13.87 16.77 11.88
 17.27 16.02 17.31 14.35 17.9 18.41 17.2 30.49 41.79 54.54 100  
C24,j where 0≤j<25: 
20.1 19.95 23.39 22.7 20.63 10.42 18.35 17.78 19.02 18.88 15.81 18.88 13.45
 19.08 18.12 19.43 16.4 20.24 21.57 20.3 24.72 35.53 48.64 55.97 100 
C25,j where 0≤j<26: 
19.18 19.12 21.97 21.84 20.6 10.49 17.68 17.05 18.01 17.78 15.04 17.86 12.36
 18.47 17 18.09 15.02 19.65 21.59 22 21.57 27.53 36.35 41.88 55.72
 100     
C26,j where 0≤j<27: 
20.23 20.11 23.17 22.92 20.75 10.57 17.86 17.98 18.77 18.57 15.66 18.87 13.13
 19.48 18.35 18.87 15.28 19.71 22.32 23.34 25.32 21.41 31.28 34.91 46.65
 60.33 100    
C27,j where 0≤j<28: 
18.62 18.46 21.04 21.26 19.14 9.611 16.49 16.48 17.49 17.26 14.62 17.71 12.43
 17.8 16.08 17.66 14.08 18.24 20.57 21.92 23.93 22.14 23.77 27.08 38.85
 49.15 61.98 100   
C28,j where 0≤j<29: 
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17.28 17.19 19.61 20.36 20.25 9.428 17 15.95 15.86 17.11 13.54 15.64 11.21
 16.31 15.18 17.02 13.37 18.13 18.42 19.52 22.19 22 20.93 21.85 31.88
 44.26 49.84 56.75 100  
C29,j where 0≤j<30: 
12.17 12.12 13.83 14.83 13.44 6.607 11.62 11.56 11.84 12.15 10.22 11.87 8.863
 11.45 10.46 12.46 10.04 12.69 13.76 14.41 15.51 15.73 15.6 15.4 19.23
 22.31 27.86 38.11 29.73 100 
C30,j where 0≤j<33: 
14.71 14.84 17.49 17.23 17.41 8.298 14.45 13.86 13.79 14.32 12.05 13.82 10.28
 13.96 12.87 15.14 13.67 16.05 16.79 17.46 19.53 19.28 20.55 17.41 20.48
 19.87 19.66 17.6 19.63 21.82 36.36 46 100     
C31,j where 0≤j<34: 
12.05 12.16 14.08 14.19 13.65 6.638 11.74 11.5 11.54 11.89 9.963 11.56 8.572
 11.6 10.66 12.59 10.7 13.06 14.08 14.65 16.2 16.33 17.17 14.57 16.85
 15.93 15.9 15.39 13.09 11.54 24.99 41.87 43.9 100    
C32,j where 0≤j<35: 
12.83 12.9 14.96 15.29 14.76 7.094 12.67 12.4 12.41 12.72 10.62 12.43 9.073
 12.65 11.41 13.39 11.2 13.88 15.36 16.11 18.32 19.05 19.36 16.53 19.44
 17.86 18.23 18.51 16.48 13.55 20.04 28.87 34.12 51.77 100   
C33,j where 0≤j<36: 
11.21 11.22 12.63 12.88 12.2 6.351 10.67 10.58 10.55 11.04 9.111 10.59 7.937
 10.48 9.482 11.31 9.37 11.8 12.42 12.88 13.6 13.7 14.68 12.55 14.32
 13.14 13.78 13.51 12.18 11.47 13.99 11.84 20.01 28.92 33.31 100  
C34,j where 0≤j<37: 
8.759 8.976 11.58 10.15 10.21 4.845 8.848 9.919 8.609 8.786 7.308 8.767 6.573
 8.953 8.513 10.11 11.19 10.61 11.54 10.47 10.56 11.35 14.4 11 12.62
 10.89 11.91 10.16 8.937 7.224 10.52 9.434 13.07 11.73 12.76 10.72 100 
C35,j where 0≤j<38: 
7.62 7.668 8.943 9.376 8.687 4.25 7.585 7.815 7.607 7.831 6.324 7.508 5.436
 7.617 6.866 8.173 6.526 8.246 9.356 9.47 10.36 11.02 11.61 9.957 11.42
 10.44 11 11.06 9.813 8.828 13.03 10.65 6.647 12.92 24.51 15.21 8.827
 100      
C36,j where 0≤j<39: 
5.08 5.538 5.437 4.343 3.86 1.979 3.333 2.989 3.24 2.714 1.62 2.743 0.2707
 5.488 4.493 2.332 2.113 3.05 3.564 3.271 5.845 4.89 3.987 3.995 4.014
 5.236 5.009 3.438 5.14 1.527 3.401 3.229 2.581 4.046 5.59 9.52 3.219
 6.007 100     
C37,j where 0≤j<40: 
5.825 5.916 7.322 6.715 6.812 3.321 6.186 7.611 6.048 6.139 4.953 5.942 4.385
 6.066 5.613 6.601 6.614 7.022 8.35 7.387 7.461 7.681 9.623 7.413 8.427
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 7.641 8.537 7.194 6.339 5.073 7.117 6.359 7.715 6.316 7.412 6.074 43.52
 4.91 1.937 100    
C38,j where 0≤j<41: 
14.07 14.11 16.26 16.79 16.32 7.855 13.94 14.08 13.7 14.02 11.61 13.53 9.976
 13.63 12.38 14.55 11.94 15.05 16.77 17.32 19.27 20.4 21.51 18.31 21.78
 19.86 20.42 19.49 17.75 15 21.82 18.28 18.68 15.45 24.82 25.12 20.39
 38.09 11.4 11.69 100   
C39,j where 0≤j<42: 
12.71 12.73 14.52 15.08 15.03 7.346 12.66 12.89 12.3 12.73 10.38 12.12 9.008
 12.15 11.03 13.02 10.67 13.52 14.78 14.91 15.77 15.81 17.19 14.63 16.82
 15.58 16.48 15.76 13.83 12.18 16.67 14.41 16.26 14.12 13.78 12.56 13.2
 21.03 7.447 9.168 44.87 100  
C40,j where 0≤j<43: 
13.35 13.43 15.53 15.99 15.62 7.5 13.65 14.44 13.42 13.76 11.25 13.15 9.747
 13.11 12.05 14.15 11.86 14.95 17.21 17.24 18.72 17.76 19.56 16.31 18.78
 17.73 18.58 17.45 15.21 13.45 19.23 16.75 17.28 16.13 18.17 12.91 11.79
 6.297 3.395 12.26 27.56 40.74 100 
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APPENDIX 4: The 34x47covariance matrix obtained from IAEA Neutron Cross-Section 
Standards for the neutron energies 0.40 MeV and 1.69 MeV. Only the lower part of the 
triangular matrix is presented. Ci,j represents the matrix element. 

C0,j where 0≤j<1: 
100             
C1,j where 0≤j<2: 
71.01 100            
C2,j where 0≤j<3: 
39.5 47.36 100           
C3,j where 0≤j<4: 
30.79 30.44 40.4 100          
C4,j where 0≤j<5: 
24.08 24.04 25.94 46.32 100         
C5,j where 0≤j<6: 
13.03 12.95 13.81 18.01 24.86 100        
C6,j where 0≤j<7: 
20.49 20.47 22.65 24.72 48.3 22.24 100       
C7,j where 0≤j<8: 
19.15 18.85 20.84 19.54 32.38 18.71 43.75 100      
C8,j where 0≤j<9: 
21.68 21.39 23.48 22.32 26.42 15.22 43.13 40.81 100     
C9,j where 0≤j<10: 
20.8 20.56 22.68 22.71 21.76 15.17 39.45 41.62 55.18 100    
C10,j where 0≤j<11: 
17.35 17.19 19.08 18.9 15.13 11.39 23.45 25.65 35.37 45.17 100   
C11,j where 0≤j<12: 
21.55 21.16 23.29 22.83 17.85 11.57 23.3 28.33 42.56 49.08 46.97 100  
C12,j where 0≤j<13: 
14.62 14.38 16.31 16 13.29 7.884 14.96 18.86 26.66 34.28 36.06 44.66 100 
C13,j where 0≤j<14: 
22.08 21.74 23.85 22.67 18.77 10.48 19.34 23.48 34.02 38.86 33.49 55.13 35.55
 100         
C14,j where 0≤j<15: 
19.4 19.24 22.27 20.91 17.68 9.037 13.58 16.27 25.15 30.58 30.66 40.9 33.71
 50.46 100        
C15,j where 0≤j<16: 
20.45 20.21 22.69 22.26 20.17 10.27 15.63 17.02 24.23 34.26 30.69 40.31 34.16
 43.11 44.55 100       
C16,j where 0≤j<17: 



128 
 

16.01 16 18.56 17.33 16.26 8.196 14.49 10.42 15.69 19.87 21.11 27.13 24.32
 28 33.08 46.91 100      
C17,j where 0≤j<18: 
20.96 20.78 23.2 22.58 21.25 11.39 19.66 16.62 16.24 21.88 24.36 29.24 25.56
 33.29 33.38 52.58 49 100     
C18,j where 0≤j<19: 
21.68 21.46 24.03 23.12 20.34 10.65 18.63 18.14 19.61 18.19 15.94 23.21 18.06
 29.42 26.48 36.82 32.15 47.6 100    
C19,j where 0≤j<20: 
21.13 20.9 23.36 22.9 20.75 10.9 18.18 18.08 19.44 19.23 15.46 17.73 11.63
 18 17.89 26.49 24.6 38.52 56.18 100   
C20,j where 0≤j<21: 
21.55 21.41 23.83 23.43 22.24 11.54 18.9 18.05 19.28 19.35 16.05 19.02 12.9
 19.49 17.03 18.5 17.54 28.73 39.32 57.05 100  
C21,j where 0≤j<22: 
19.89 19.71 22.46 22.02 20.33 10.19 17.59 17.01 18.05 18.02 15.08 18.31 12.75
 18.93 16.96 19.13 14.82 17.67 27.16 41.15 56.54 100 
C22,j where 0≤j<23: 
20.85 20.66 24.46 23.76 21.45 10.73 18.77 18.65 19.16 19.19 16.09 19.39 14.12
 19.94 19.41 20.7 17.6 21.31 20.27 28.66 40.29 56.26 100   
C23,j where 0≤j<24: 
18.09 17.9 20.77 20.26 18.42 9.489 16.21 15.88 16.77 16.69 13.87 16.77 11.88
 17.27 16.02 17.31 14.35 17.9 18.41 17.2 30.49 41.79 54.54 100  
C24,j where 0≤j<25: 
20.1 19.95 23.39 22.7 20.63 10.42 18.35 17.78 19.02 18.88 15.81 18.88 13.45
 19.08 18.12 19.43 16.4 20.24 21.57 20.3 24.72 35.53 48.64 55.97 100 
C25,j where 0≤j<26: 
19.18 19.12 21.97 21.84 20.6 10.49 17.68 17.05 18.01 17.78 15.04 17.86 12.36
 18.47 17 18.09 15.02 19.65 21.59 22 21.57 27.53 36.35 41.88 55.72
 100     
C26,j where 0≤j<27: 
20.23 20.11 23.17 22.92 20.75 10.57 17.86 17.98 18.77 18.57 15.66 18.87 13.13
 19.48 18.35 18.87 15.28 19.71 22.32 23.34 25.32 21.41 31.28 34.91 46.65
 60.33 100    
C27,j where 0≤j<28: 
18.62 18.46 21.04 21.26 19.14 9.611 16.49 16.48 17.49 17.26 14.62 17.71 12.43
 17.8 16.08 17.66 14.08 18.24 20.57 21.92 23.93 22.14 23.77 27.08 38.85
 49.15 61.98 100   
C28,j where 0≤j<29: 
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17.28 17.19 19.61 20.36 20.25 9.428 17 15.95 15.86 17.11 13.54 15.64 11.21
 16.31 15.18 17.02 13.37 18.13 18.42 19.52 22.19 22 20.93 21.85 31.88
 44.26 49.84 56.75 100  
C29,j where 0≤j<30: 
12.17 12.12 13.83 14.83 13.44 6.607 11.62 11.56 11.84 12.15 10.22 11.87 8.863
 11.45 10.46 12.46 10.04 12.69 13.76 14.41 15.51 15.73 15.6 15.4 19.23
 22.31 27.86 38.11 29.73 100 
C30,j where 0≤j<44: 
9.667 9.968 11.42 11.19 10.67 5.133 9.4 9.927 9.239 9.212 7.312 8.918 5.918
 10.08 9.101 9.531 8.194 10.29 12.02 11.75 13.33 12.56 13.77 11.65 13.55
 13.1 13.61 12.17 11.45 8.579 12.38 10.9 11.87 10.39 12.03 9.145 8.119
 10.56 6.673 6.962 15.54 17.22 39.12 100  
C31,j where 0≤j<45: 
10.99 11.18 13.01 13.21 12.51 6.051 11.28 12.61 11.17 11.33 9.168 10.92 7.885
 11.35 10.39 11.86 9.75 12.29 14.42 13.55 14.23 14.16 16.41 13.21 15.14
 14.6 15.71 14.53 13.11 10.83 14.62 12.78 14.01 12.28 14.4 11.14 10.95
 10.76 4.417 8.172 18.6 14.93 22.76 34.57 100 
C32,j where 0≤j<46: 
8.423 8.712 9.868 9.71 9.202 4.489 8.324 9.453 8.244 8.172 6.387 7.856 5.11
 9.066 8.099 8.218 6.876 8.806 10.47 9.778 11.11 10.99 12.76 10.18 11.35
 11.4 12.29 10.82 10.63 7.548 10.94 9.398 10.34 9.03 10.71 8.154 9.124
 7.886 6.538 7.369 13.89 10.68 12.57 15.28 37.46 100  
C33,j where 0≤j<47: 
9.14 9.313 10.73 10.87 10.32 5.048 9.393 10.8 9.316 9.426 7.567 9.034 6.437
 9.508 8.641 9.719 8.012 10.15 12.08 11.23 11.91 11.96 13.97 11.18 12.73
 12.5 13.59 12.49 11.44 9.096 12.44 10.87 12.09 10.5 12.47 9.483 10.09
 9.439 4.228 7.915 16.07 12.78 14.88 12.01 25.04 38.21 100 
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APPENDIX 5: The 25x18covariance matrix obtained from IAEA Neutron Cross-Section 
Standards for the neutron energies 0.70 MeV and 0.96 MeV. Only the lower part of the 
triangular matrix is presented. Ci,j represents the matrix element. 

C0,j where 0≤j<1: 
100            
C1,j where 0≤j<2: 
60.33 100           
C2,j where 0≤j<3: 
49.15 61.98 100          
C3,j where 0≤j<4: 
44.26 49.84 56.75 100         
C4,j where 0≤j<5: 
22.31 27.86 38.11 29.73 100        
C5,j where 0≤j<6: 
22.51 27.86 33.66 31.91 44.68 100       
C6,j where 0≤j<7: 
18.78 18.79 20.29 19.07 28.61 52.87 100      
C7,j where 0≤j<8: 
19.87 19.66 17.6 19.63 21.82 36.36 46 100     
C8,j where 0≤j<9: 
15.93 15.9 15.39 13.09 11.54 24.99 41.87 43.9 100    
C9,j where 0≤j<10: 
17.86 18.23 18.51 16.48 13.55 20.04 28.87 34.12 51.77 100   
C10,j where 0≤j<11: 
13.14 13.78 13.51 12.18 11.47 13.99 11.84 20.01 28.92 33.31 100  
C11,j where 0≤j<12: 
10.89 11.91 10.16 8.937 7.224 10.52 9.434 13.07 11.73 12.76 10.72 100 
C12,j where 0≤j<13: 
10.44 11 11.06 9.813 8.828 13.03 10.65 6.647 12.92 24.51 15.21 8.827 100  
C13,j where 0≤j<14: 
5.236 5.009 3.438 5.14 1.527 3.401 3.229 2.581 4.046 5.59 9.52 3.219 6.007
 100 
C14,j where 0≤j<8: 
19.87 19.66 17.6 19.63 21.82 36.36 46 100     
C15,j where 0≤j<9: 
15.93 15.9 15.39 13.09 11.54 24.99 41.87 43.9 100    
C16,j where 0≤j<10: 
17.86 18.23 18.51 16.48 13.55 20.04 28.87 34.12 51.77 100   
C17,j where 0≤j<11: 
13.14 13.78 13.51 12.18 11.47 13.99 11.84 20.01 28.92 33.31 100  
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C18,j where 0≤j<12: 
10.89 11.91 10.16 8.937 7.224 10.52 9.434 13.07 11.73 12.76 10.72 100 
C19,j where 0≤j<13: 
10.44 11 11.06 9.813 8.828 13.03 10.65 6.647 12.92 24.51 15.21 8.827 100 
C20,j where 0≤j<14: 
5.236 5.009 3.438 5.14 1.527 3.401 3.229 2.581 4.046 5.59 9.52 3.219 6.007
 100     
C21,j where 0≤j<15: 
7.641 8.537 7.194 6.339 5.073 7.117 6.359 7.715 6.316 7.412 6.074 43.52 4.91
 1.937 100    
C22,j where 0≤j<16: 
19.86 20.42 19.49 17.75 15 21.82 18.28 18.68 15.45 24.82 25.12 20.39 38.09
 11.4 11.69 100   
C23,j where 0≤j<17: 
15.58 16.48 15.76 13.83 12.18 16.67 14.41 16.26 14.12 13.78 12.56 13.2 21.03
 7.447 9.168 44.87 100  
C24,j where 0≤j<18: 
17.73 18.58 17.45 15.21 13.45 19.23 16.75 17.28 16.13 18.17 12.91 11.79 6.297
 3.395 12.26 27.56 40.74 100 
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APPENDIX 6: The 18x22covariance matrix obtained from IAEA Neutron Cross-Section 
Standards for the neutron energies 0.70 MeV and 1.69 MeV. Only the lower part of the 
triangular matrix is presented. Ci,j represents the matrix element. 

C0,j where 0≤j<1: 
100             
C1,j where 0≤j<2: 
60.33 100            
C2,j where 0≤j<3: 
49.15 61.98 100           
C3,j where 0≤j<4: 
44.26 49.84 56.75 100          
C4,j where 0≤j<5: 
22.31 27.86 38.11 29.73 100         
C5,j where 0≤j<6: 
22.51 27.86 33.66 31.91 44.68 100        
C6,j where 0≤j<7: 
18.78 18.79 20.29 19.07 28.61 52.87 100       
C7,j where 0≤j<8: 
19.87 19.66 17.6 19.63 21.82 36.36 46 100      
C8,j where 0≤j<9: 
15.93 15.9 15.39 13.09 11.54 24.99 41.87 43.9 100     
C9,j where 0≤j<10: 
17.86 18.23 18.51 16.48 13.55 20.04 28.87 34.12 51.77 100    
C10,j where 0≤j<11: 
13.14 13.78 13.51 12.18 11.47 13.99 11.84 20.01 28.92 33.31 100   
C11,j where 0≤j<12: 
10.89 11.91 10.16 8.937 7.224 10.52 9.434 13.07 11.73 12.76 10.72 100  
C12,j where 0≤j<13: 
10.44 11 11.06 9.813 8.828 13.03 10.65 6.647 12.92 24.51 15.21 8.827 100 
C13,j where 0≤j<14: 
5.236 5.009 3.438 5.14 1.527 3.401 3.229 2.581 4.046 5.59 9.52 3.219 6.007
 100 
C14,j where 0≤j<19: 
13.1 13.61 12.17 11.45 8.579 12.38 10.9 11.87 10.39 12.03 9.145 8.119 10.56
 6.673 6.962 15.54 17.22 39.12 100    
C15,j where 0≤j<20: 
14.6 15.71 14.53 13.11 10.83 14.62 12.78 14.01 12.28 14.4 11.14 10.95 10.76
 4.417 8.172 18.6 14.93 22.76 34.57 100   
C16,j where 0≤j<21: 
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11.4 12.29 10.82 10.63 7.548 10.94 9.398 10.34 9.03 10.71 8.154 9.124 7.886
 6.538 7.369 13.89 10.68 12.57 15.28 37.46 100  
C17,j where 0≤j<22: 
12.5 13.59 12.49 11.44 9.096 12.44 10.87 12.09 10.5 12.47 9.483 10.09 9.439
 4.228 7.915 16.07 12.78 14.88 12.01 25.04 38.21 100 
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APPENDIX 7: The 15x15covariance matrix obtained from IAEA Neutron Cross-Section 
Standards for the neutron energies 0.96 MeV and 1.69 MeV. Only the lower part of the 
triangular matrix is presented. Ci,j represents the matrix element. 

C0,j where 0≤j<1: 
100 
C1,j where 0≤j<2: 
43.9 100 
C2,j where 0≤j<3: 
34.12 51.77 100 
C3,j where 0≤j<4: 
20.01 28.92 33.31 100 
C4,j where 0≤j<5: 
13.07 11.73 12.76 10.72 100 
C5,j where 0≤j<6: 
6.647 12.92 24.51 15.21 8.827 100 
C6,j where 0≤j<7: 
2.581 4.046 5.59 9.52 3.219 6.007 100 
C7,j where 0≤j<8: 
7.715 6.316 7.412 6.074 43.52 4.91 1.937 100  
C8,j where 0≤j<9: 
18.68 15.45 24.82 25.12 20.39 38.09 11.4 11.69 100 
C9,j where 0≤j<10: 
16.26 14.12 13.78 12.56 13.2 21.03 7.447 9.168 44.87 100     
C10,j where 0≤j<11: 
17.28 16.13 18.17 12.91 11.79 6.297 3.395 12.26 27.56 40.74 100    
C11,j where 0≤j<12: 
11.87 10.39 12.03 9.145 8.119 10.56 6.673 6.962 15.54 17.22 39.12 100   
C12,j where 0≤j<13: 
14.01 12.28 14.4 11.14 10.95 10.76 4.417 8.172 18.6 14.93 22.76 34.57 100  
C13,j where 0≤j<14: 
10.34 9.03 10.71 8.154 9.124 7.886 6.538 7.369 13.89 10.68 12.57 15.28 37.46
 100  
C14,j where 0≤j<15: 
12.09 10.5 12.47 9.483 10.09 9.439 4.228 7.915 16.07 12.78 14.88 12.01 25.04
 38.21 100 
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